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Foreword

The International PhD Conference on Safe and Social Robotics, SSR 2018, which was held on September 29/30 2018 in Madrid, was an official meeting between researchers from the EU MSCA training networks SECURE, SOCRATES as well as external researchers. The goal was to bring together ESRs to foster discussion on future directions within the field of HRI with a special focus on social and safe robotics. 27 early stage researchers have come together to discuss their latest work and share ideas about future experiments and projects. In addition, 16 experienced researchers and PIs have joined in, as well as two invited speakers, to provide experienced views and evaluate the work of the fellows. The conference was organised by the fellows for the fellows under the guidance of both consortia to also provide training in the area of academic meeting organisation.

Behind the conference organisation, there were two driving forces, the SECURE and SOCRATES projects. SECURE is a Marie Skłodowska-Curie Action funded by the European Commission under grant agreement No 642667 with the goal of training researchers specializing in safe human-robot interaction. Fellows are taught to tackle complex interaction environments that occur between humans and robots with the goal of providing new and innovative solutions over a wide range of scenarios and robot platforms.

SOCRATES is a Marie Skłodowska-Curie Action funded by the European Commission under grant agreement No 721619 with the common theme of interaction quality. Researchers are trained to design user-centered systems with a key focus on the topics of emotion, intention, adaptivity, design, and acceptance. The project also maintains a heavy focus on intersectoral collaboration between academia, caregivers, business, and robot manufacturers to ensure that designed systems fit the needs of a developing society.
SSR 2018 has been planned to bring these two research projects closer together as well as disseminate the work together to a wider audience. The conference itself was designed as a training exercise for the fellows from both projects. Papers submitted by fellows were peer reviewed by other fellows and external researchers in order to procure high quality feedback and train scientific writing. As this was a training exercise all papers from fellows were accepted assuming they met a sufficient quality. External researchers were invited to submit as well and the papers were peer reviewed and accepted as good contributions that would help further the discussion at the conference. For this reason, the proceedings are divided into two separate sections containing the 26 papers from fellows in their respective project sections and the 2 accepted external research papers in an own section, as they were subject to a standard review process with four reviewers for each paper.

Presentations at the conference took the form of poster sessions with spotlight talks for the project fellows, and longer oral presentations for accepted external researchers with the goal of maintaining an informal discussion friendly environment. We would like to thank all of the fellows, supervisors, and reviewers who have contributed to make this conference possible. We hope that through this conference all people who have attended left with a broadened view on research in this important field of research and many new connections and ideas that will help to accelerate research in the field of safe and productive HRI.

~SSR 2018 Organizers
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Abstract—This paper investigates user acceptance and privacy concerns of social robots. Users want a transparent view about processing of personal information. Additionally, they want to be able to intervene. It needs to be possible, to modify default settings. To make users aware of potential risks and concerns it is necessary to involve users during the whole development process and a possible solution for transparency and intervenability may be a privacy dashboard for robots. This privacy enhancing technology provides insight into data processing and sensor use. Additionally, it is necessary to involve users during the development process to sharpen their awareness regarding these issues.

I. INTRODUCTION

Natural human-machine interaction and social robotics are an emerging field. The first social robots as e.g. the Zenbo1 already entered the smart home. They are able to control other smart devices at home, tell about the weather, news, appointments, support music streaming and send notifications to family members in case of emergency. To provide this wide range of functionalities, typically robots are employed with a wide range of sensors as cameras and microphones, are using supporting cloud services and connected social media platforms. Hence, social robots collect, process and transfer a huge amount of personal information. Because of the natural interaction with the social robot, which is perceived as a companion by users, this data transfer and processing is not transparent [1]. Also users typically have not the possibility to intervene or do not know how.

According to the Charter of Fundamental Rights of the EU, (Art. 7,8) “everyone has the right to respect for his or her private and family life, home and communications” and “everyone has the right to the protection of personal data concerning him or her”. At the moment, these rights of users are not respected by most social robots. The case of Amazon Echo earlier this year gives an example where personal information was sent to someone else without (official) permission [2]. In addition, the General Data Protection Regulation (GDPR) of the EU (2016/679) [3] strengthens these rights in Europe and demand data protection by design and default.

In the context of a survey investigating acceptance of social robots and associated privacy concerns, an important aspect are user attitudes towards transparency and intervenability. These two requirements are part of the privacy protection goals [4], which are a common to model privacy requirements. Privacy protection goals are based on the security related goals confidentiality, integrity, availability and are augmented by the privacy related goals transparency, intervenability and unlinkability. Based on the results of the study, we consider to involve different already existing privacy tools and technologies into the development process of social robots like the privacy protection goals, the seven types of privacy and privacy dashboards to allow transparency.

II. RELATED WORK

A common technology to visualize important information are (privacy) dashboards, which are gladly used by different software applications. This dashboards allow users having an insight view and control about the processing of personal data. They ensure transparency and therefore are an important methodology [5]. An important prototype to investigate usability of privacy dashboards is Data Track [6], visualizing also implications from connected cloud services. With a focus on usability engineering, Raschke et al. [7] presented the idea of a GDPR compliant privacy dashboard. A privacy dashboard for FirefoxOS was proposed by Piekarska et al. [8]. Within a user study, it was investigated how participants make use of the privacy dashboard and what priorities they have. In this context also the Firefox add-on Lightbeam2, which reveals relations between third party sites on the web is important to note. Additionally, Xu et al. [9] created a smartphone app which summarizes the use of sensors by different applications. The Google Dashboard was investigated with the focus on user acceptance.

Privacy dashboards for smart home applications and smart buildings were developed, to guarantee a user-controlled access [11], [13]. Figure 1(left) shows an example for a smart meter context. In contrast to approaches as data track which try to visualize relations and implications by using a network structure, these privacy dashboards are merely list based. Bier et al. [12] investigate in a user study the interface PrivacyInsight (see Figure1(right)) which is structured similar to smartphone apps compared to a network based and a list based approach. Concepts for ex post transparency including privacy dashboards were furthermore investigated in a broad survey by Murmann et al. [14].

III. METHODOLOGY

In a survey conducted in 2018 during two events, the RoboCup 2018 in Montreal (group 1) and in contrast a music festival in Germany (group 2), volunteers were asked about their priorities concerning features, usage and privacy concerns in the context of social robots. A thorough investigation of this survey is beyond the scope of this paper as

1Ostfalia University of Applied Sciences, Faculty of Computer Science, Wolfenbuettel, Germany, {ta.heuer, i.schiering, r.gerndt}@ostfalia.de
ongoing work. The central idea of the two focus groups that were investigated is to query young adults and to compare participants with a strong background in robotics as in group 1 with a young adults with a standard technical background and no specific experience in robotics as in group 2.

The questionnaire used in the study was divided into three sections, the participants were asked about potential functionalities of a robot, interest in using social robots, potential privacy concerns and in the last part demographical and technical background knowledge. Typically, participants answered the questionnaire in approximately 15 minutes.

In this short paper, the focus is on the investigation of one specific aspect of the survey, namely opinions of potential users towards transparency and intervenability of social robots. Participants were asked to choose their level of disagreement/agreement with the following statements in the range of -2 (strongly disagree) and 2 (strongly agree).

IV. PARTICIPANTS

In total, 73 people participated in the survey, consisting of 35 in group 1 and 38 in group 2. 23 were female, 43 male and 7 decided not to disclose their sex. Group 1 consists of 7 female, 25 male and 3 non-disclosed participants, group 2 is divided into 16 female, 18 male and 4 non-disclosed participants. Hence, only 20% of group 1 is female, whereas almost 40% female participants are in group 2. 90% of both groups are aged between 18 and 34.

V. TRANSPARENCY AND INTERVENABILITY

Participants of both groups stated that they have substantial privacy concerns in the context of social robots. They expressed a high interest in transparency regarding personal data and the possibility to intervene during the use of robots. As it can be seen in Figure 2 and 3, more than 60% of both groups strongly agreed (rating of +2) with most of the statements. Most of participants of group 2 do not want to be able to turn on and off certain features of a robot. In comparison, group 2 showed a general higher agreement on the statements (see Figure 4).

As an unexpected fact, participants of group 2 showed a higher interest in transparency and intervenability than group 1. This effect may have different causes. Whereas group 1 has a broad experience with robot technologies, group 2 may be more critical towards the use of robots in their daily life. Robots are not a widespread technology for the general use yet and therefore the attitude towards robots at home is merely skeptical. Nevertheless, the results unambiguously showed, that the participants are aware of the lack of transparency and intervenability and that they want to have access to processed information.

VI. DISCUSSION

In the interpretation of these results, it is important to consider that results of privacy surveys typically differ substantially from actual user behavior. Coopamootoo and Gro [15] investigated in the context of social networks in an empirical study the concepts of privacy and sharing attitude in contrast to the privacy and sharing behavior of users. Additionally, depending on the benefit users feel free to share their personal information [16], [17] and do not think about the risks.

Because of this two facts, it is necessary to involve (potential) users in the whole development process of robots. Because non-technical participants stated, that they are not interested in switch on and off certain features, it is necessary to take them into account. One the one hand, this allows a sensitization of users regarding features, accompanying sensors and it’s risks. Users have the ability to shape essential features and the design of the robot. Thereby, they get an insight view into the operating principle of robots. On the other hand, a privacy respecting robot can be developed [18]. To use certain features, special sensors and personal information is needed. Involving the user can lead to a different implementation or to different levels of functionality. As one example, there is a vacuum cleaning robot. Depending on the needs and requirements of the user, there are different types:
1) **Easy cleaning**: The robot drives around in the room or apartment and when it thinks it is finished, it stops cleaning the floor.

2) **Smart cleaning**: The robot has a laser range scanner and a camera. It creates a map of the room or apartment and drives through the room in an intelligent way, calculated by an algorithm until it has finished.

3) **Supervised cleaning**: The robot creates a map, cleans in an intelligent way. Additionally, the robot can be controlled via other smart home devices and an existing application for the mobile phone informs the owner about cleaning status, where the robot already drove and where it did not get.

Participatory design strategies, which involve the user into the development process, can figure out different needs and gradations regarding the functionalities. Additionally the users see, what is not possible without certain sensors and information and what is. At the moment, most of the existing smart home devices and robots needs to be connected to the internet all the time to allow full functionalities. But it should be possible, to refuse the provision of certain personal information or to disconnect sensors. Instead of complete non-availability, users should be able to decide on their own if they want to have features with only limited and restricted functional capabilities. Robots are able to collect text, videos, images, audio, location, etc. It is important, to get an overview of features and depending data types. Furthermore, it needs to be clear, how the personal data is processed and who has access to it. The purpose of processed data needs to be revealed.

This criteria and it’s consequences on the use of the robot can be designed as a privacy dashboard. As shown in Fig. 1(left) for a smart home system, all existing sensors are listed and for every single room/purpose the user can decide on it’s own what to allow, when and how often. This needs to be also possible for robots, ideally without a full loss of functionality. Additionally, this should include e.g. restrictions to enter bedrooms, video recording in the bathroom and policies for personal conversations (location-, time-, and situation-dependent). Because users need to be more careful and sensitized about their private life, it is necessary to ask about priorities, preferences and concerns [6], [8], [19]. To allay possible fears of using the dashboard, it needs to be understandable, easy to use and clearly designed; that also users without major technical background knowledge are able to use it. They should have co-determination in default privacy settings of the dashboard. This includes predefined privacy settings to protect the users private informations. Because of the complexity of such a dashboard, elements of serious games would be interesting to investigate. This also allows to test the sharing behavior of the user.

All in all, these first conceptual ideas needs to be further investigated. The privacy dashboard for social robots is a step forward to protect life and personal information of the user in their homes in a world full of smart technologies and connected things.
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Toward safe separation distance monitoring from RGB-D sensors in human-robot interaction

Petr Švarný, Zdenek Straka, and Matej Hoffmann

Abstract—The interaction of humans and robots in less constrained environments gains a lot of attention lately and safety of such interaction is of utmost importance. Two ways of risk assessment are prescribed by recent safety standards: (i) power and force limiting and (ii) speed and separation monitoring. Unlike typical solutions in industry that are restricted to mere safety zone monitoring, we present a framework that realizes separation distance monitoring between a robot and a human operator in a detailed, yet versatile, transparent, and tunable fashion. The separation distance is assessed pair-wise for all keypoints on the robot and the human body and as such can be selectively modified to account for specific conditions. The operation of this framework is illustrated on a Nao humanoid robot interacting with a human partner perceived by a RealSense RGB-D sensor and employing the OpenPose human skeleton estimation algorithm.

I. INTRODUCTION

As robots are leaving safety fences and begin to share their workspace with humans, they need to dynamically adapt to interactions with people and guarantee safety at every moment. There has been a rapid development in this regard in the last decade with the introduction of new safety standards [1], [2] and a fast growing market of so-called “collaborative robots”. Haddadin and Croft [3] provide a recent survey of all the aspects of physical Human-Robot Interaction (pHRI). There are two ways of satisfying the safety requirements for pHRI: (i) Power and Force Limiting and (ii) Speed and Separation Monitoring (SSM) [2]. In the former case, physical contacts with a moving robot are allowed but need to be within human body part specific limits on force, pressure, and energy. This is addressed by interaction control methods for this post-impact phase (see the survey [4]). Safe collaborative operation according to SSM demands that a protective separation distance, $S_p$, is maintained between the operator and robot at all times. When the distance decreases below $S_p$, the robot stops [2]. In industry, $S_p$ is typically safeguarded using light curtains or safety-rated scanners.

In this work, we present a framework that combines state of the art solutions and realizes separation monitoring between a robot and a human operator in a detailed, yet versatile, transparent, and tunable fashion. The separation distance is assessed pair-wise for all keypoints on the robot and the human body and as such can be selectively modified to account for various interaction scenarios. The operation of this framework is illustrated on a Nao humanoid robot interacting in real-time with a human partner who is perceived by a RGB-D sensor.

II. RELATED WORK

A functional solution for safe pHRI according to SSM will necessarily involve: (i) sensing of the human operator’s as well as robot’s positions and speeds, (ii) a suitable representation of the corresponding separation distances and (iii) appropriate responses of the machine.

Tracking the spatial location of the robot’s keypoints is relatively easy thanks to forward kinematics and joint encoder values. The perception of human operator’s location is more difficult. Zone scanners used in industry report the intrusion of an object into a predefined zone—a solution that is safe but very inflexible and essentially prevents most collaborative activities. Two key technologies have appeared recently that facilitate progress in this area: (i) compact and affordable RGB-D sensors (like Kinect) and (ii) convolutional neural networks for human keypoint extraction from camera images [5], [6]. These technologies together—albeit currently not safety-rated—make it possible to perceive the positions of individual body parts of any operator in the collaborative workspace in real time.

Once the robot and human positions are obtained, their relative distances need to be evaluated (see Flacco et al. [7] for a comparison of approaches). The robot and human body parts can be represented as spheres [8], capsules [9] or meshes [10] and they can be different for the robot and the human [11].

The approach is often “robot-centered” in the sense that the collision primitives are centered on the robot body and possibly dynamically shaped based on the current robot velocity [12], [13]. Even the biologically inspired approach to “peripersonal space” representation [10], [11], [14], [15] is robot-centered: the safety margin is generated by a distributed array of receptive fields surrounding the electronic skin of the iCub humanoid robot. Finally, there is a large body of work dealing with motion planning and control in dynamic environments. Most recent and most related to our approach are [9], [11], [16].

We propose a separation distance representation that treats robot and human keypoints equally and uses Euclidean distance in Cartesian space to evaluate all safety thresholds. In accordance with [2], velocities, reaction times, and uncertainties can all flow into the desired thresholds. Unique to our approach, the representation is maximally transparent with the easy incorporation of important features. In opposition to
machine learning heavy approaches, our framework allows simple risk assessment and it is straightforwardly transferable between robotic platforms.

III. MATERIALS AND METHODS

ft Human keypoints are perceived in the environment while robot keypoints are extracted from the model and current joint values. The relative distances are assessed and fed into the robot controller to generate appropriate responses.

A. Human keypoint 3D estimation

A server collects two streams from a RealSense SR300 camera: a color image aligned to the depth image (CAD) and a point cloud stream (PCS), also depth image aligned. We use Intel RealSense SDK with PyRealSense. The CAD image is sent to OpenPose [5] by PyOpenPose to estimate the human keypoints (see Fig. 1). The pixel coordinates of keypoints are paired with those from PCS. All our image operations use OpenCV3 [17].

The keypoints are transformed into the Nao’s frame of reference by affine transforms. The rotation and translation for them are gained from a pre-experiment calibration.

B. Nao robot keypoints

A Nao humanoid robot (V3+) with keypoints on the left end-effector, forearm, and elbow was used to demonstrate the framework. We used forward kinematics with current joint encoder values as input to get the 3D position of these keypoints.

C. Separation distance representation

The protective separation distance \( S_p \) [2] needs to be maintained between any human and robot part such that the human will never collide with a moving machine. Its value will be determined based on reaction times etc. as in [2]. We extend \( S_p \) as a baseline with additional terms.

First, we want to account for “modulation” on the part of the human to grant larger distance from specific body parts (e.g. head) and on the part of the robot when carrying a sharp tool. Adding these distance offsets \( r_s \), \( h_s \) gives rise to a guaranteed minimal separation distance \( S_g \).

Second, as only distances between keypoints will be evaluated, but separation distance between any body parts needs to be maintained, we add compensation coefficients, \( h_{compen} \) and \( r_{compen} \) (see Section III-D below). This is the keypoint separation distance \( S_d \)—the quantity that will be monitored between any keypoint pairs.

Therefore \( S_d \) is in the form of a matrix of separation distances between two given keypoints \( i, j \) (\( S^{i,j}_d \)) (see Section IV).

\[
S^{i,j}_g = h^i_s + S_p + r^j_s \\
S^{i,j}_d = h^{compen}_i + S^{i,j}_g + r^{j,compen}_s
\]

D. Keypoint compensation coefficients

Using a discrete distribution of keypoints allows fast calculation, but does not take the full volume of the bodies into account. The compensation coefficients \( r_{compen} \) and \( h_{compen} \) allow us to guarantee \( S_g \) even with a discrete keypoint distribution.

These coefficients are calculated in two steps. First, every part of the body is assigned to its nearest keypoint. Then the maximal distance over all of its assigned volume is selected as the compensation coefficient for the keypoint (see Fig. 2)—thereby always guaranteeing \( S_g \).

E. Robot control

We used PyNaoqi to control the Nao. The Nao was moving his hands back and forth periodically in front of his chest. The robot stopped when an \( S^{i,j}_d \) threshold was exceeded. The robot resumed operation upon “obstruction” removal. In addition, we defined a reduced speed distance: when \( S^{i,j}_d(reduced) \) for any keypoint pair was exceeded, the robot reduced its speed to half.

F. HRI setup

The Nao robot was sitting in a fixed position with respect to the camera that captured the robot’s workspace (see Fig. 1). Our setup is safe because of the Nao robot’s size and power. In a real setting with a potentially dangerous
machine and safety-rated modes, $S_p$ would be determined from [2]. In our case, the threshold was chosen arbitrarily.

The compensation values accounting for keypoint density (Section III-D) were determined by measuring the distances between keypoints (Table ?? and I). Only upper body keypoints were taken into consideration for the human operator. We call the set of keypoints of the nose, neck, eyes, and ears as the human head. In both, human and robot cases, the compensation coefficients were symmetrical and thus we list keypoint pairs only once.

<table>
<thead>
<tr>
<th>End effector</th>
<th>Wrist</th>
<th>Elbow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nose</td>
<td>0.10m</td>
<td>0.15m</td>
</tr>
<tr>
<td>Neck</td>
<td>0.25m</td>
<td>0.15m</td>
</tr>
<tr>
<td>Eye</td>
<td>0.10m</td>
<td>0.00m</td>
</tr>
<tr>
<td>Ear</td>
<td>0.10m</td>
<td>0.00m</td>
</tr>
<tr>
<td>Shoulder</td>
<td>0.15m</td>
<td>0.00m</td>
</tr>
</tbody>
</table>

TABLE I: Human compensation values $h_{comp}$

IV. RESULTS

We conducted three scenarios: (A) basic separation matrix, (B) specific separation values for the head of the human, (C) emulation of a sharp tool in the robot’s hand.1 Distances between all human and robot keypoints were evaluated simultaneously online. However, for clarity, we present only the interaction of the robot end-effector with two human keypoints (the right wrist and the nose) in the plots below. The baseline protective separation distance was set to $S_p = 0.05m$ and the reduced speed regime $S_{p(reduced)} = 0.20m$.

A. Basic scenario

In the basic experiment, we monitored the distance between the human wrist and robot end-effector – see Fig. 3. The relevant separation matrices are in the Table II.

![Fig. 3: Basic Scenario: presented are Nao end-effector and human wrist keypoint distances and thresholds ($S_d$ and $S_{d(reduced)}$).](https://example.com)

Crossing the threshold into the warning regime is detected by the robot around $t = 7s$ as shown by the orange shaded area. The robot enters reduced speed mode at this point.

Similarly, the next crossing is marked by red shading and the robot stops. The removal of the wrist from the safety zones resumes the robot’s operations.

B. Head and body discrimination

The $h_s$ for the head keypoints was enlarged by 0.15$m$. This lead to the robot’s higher sensitivity to situations when the human operator approached the robot with his head, as shown in Fig. 4.

![Fig. 4: Head and body discrimination: A higher separation threshold for the human head region.](https://example.com)

C. Dangerous tool usage

The left arm end-effector $r_s$ was increased by 0.1$m$ to simulate a possibly dangerous tool (see Fig. 5). The stopping and warning thresholds are now 0.1$m$ farther away from the robot end-effector. This increase is added to the original

<table>
<thead>
<tr>
<th>Robot \ Human</th>
<th>$S_{d(reduced)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>End effector</td>
<td>Nose</td>
</tr>
<tr>
<td></td>
<td>0.36m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Robot \ Human</th>
<th>$S_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>End effector</td>
<td>Nose</td>
</tr>
<tr>
<td></td>
<td>0.21m</td>
</tr>
</tbody>
</table>

TABLE II: Basic scenario: Separation matrix for keypoint pairs from Fig. 3.

TABLE III: Head and body discrimination: Separation matrix for keypoint pairs from Fig. 4. Emphasis is on values altered w.r.t. to first scenario.

In the first half of the experiment, we see the reaction of the robot to the wrist keypoint. Later, we see that the robot reacts to the nose keypoint at a greater distance than to the wrist. Notice the different reactions of the robot (shown by the different shading) for similar distances of the two keypoints.

C. Dangerous tool usage

The left arm end-effector $r_s$ was increased by 0.1$m$ to simulate a possibly dangerous tool (see Fig. 5). The stopping and warning thresholds are now 0.1$m$ farther away from the robot end-effector. This increase is added to the original

1The video is available at https://youtu.be/3DZyuQlqPo.
functionality from the previous scenario, thus the robot reacts with greater sensitivity to the approach of the operator’s nose keypoint as opposed to the proximity of the operator’s wrist keypoint.

Fig. 5: Dangerous tool usage: Increased safety margin around robot end-effector.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>$S_d$ (reduced)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot \ Human</td>
<td></td>
<td></td>
</tr>
<tr>
<td>End effector</td>
<td>Nose</td>
<td>Wrist</td>
</tr>
<tr>
<td>Robot \ Human</td>
<td></td>
<td></td>
</tr>
<tr>
<td>End effector</td>
<td>Nose</td>
<td>Wrist</td>
</tr>
</tbody>
</table>

TABLE IV: Dangerous tool usage: Separation matrix for keypoint pairs from Fig. 5.

V. DISCUSSION AND CONCLUSION

We presented a framework that realizes separation monitoring between a robot and a human operator. Distances are simply represented in Cartesian space in Euclidean norm and human and robot keypoints are treated equally. The separation distance is assessed pair-wise for all keypoints on the robot and human body and as such can be selectively modified. Velocity is not part of our representation but velocities can be converted into distance increments relying on measured quantities or worst-case constants per [2]. The framework was illustrated on a Nao humanoid robot interacting with an operator monitored by an RGB-D sensor.

RGB-D sensors are currently not safety-rated. However, their reliability can be improved [18], [19]. OpenPose itself also provides confidence values with every keypoint estimated. These enhancements and the transfer to a real-life industrial scenario with performance evaluation constitute our future work.

Nevertheless, safety-rated devices similar to those for zone monitoring that would provide 3D object coordinates and possibly human keypoints are needed. Other alternatives exist [20] next to RGB-D sensors. The availability of such technology would expand the possibilities of human-robot collaboration in the SSM regime.
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SECURE is a new Marie Skłodowska-Curie Action funded by the European Commission. Its aim is to train roboticists and research fellows on the cognitive and interaction level of robot safety. These fellows should then be able to cope with the new challenges for safety that come with the increased complexity in human work and living spaces. They also need to be familiar with safety concepts and solutions for a multitude of robotic platforms. Therefore, the SECURE network aims to train fellows on innovative scientific and technological requirements for safe human-robot interaction and will employ several of the currently best robot platforms in Europe.

The fellows are trained at six partner institutions in Europe and are supported by another five associated partners, ranging from large-scale international industrial partners to small enterprises, thus providing an optimal training environment for young researchers.
Measuring Habituation during Human-Robot Interaction

Grigoris D. Skaltsas

Abstract— Using measurements of physiological signals (eye-tracking, galvanic skin response, heart rate) and questionnaires during a series of human-robot interaction experiments, user stress metrics and habituation patterns are analyzed. The initial experimental results indicate that there seems to be a varying relation between human stress and robot speed as the human gets acquainted with the robot which seems to be also affected by the human perception of the task’s success.

I. INTRODUCTION

SECURE project is related to the security during the interaction between a human and a robot. Furthermore, the advertised position in the University of Hertfordshire was related to social robotics. Further to basic industrial safety standards, the psychological perception of safety seems to be a topic that many researchers are investigating from a variety of different approaches. However, proxemics and physiological sensing studies seem to dominate the psychological robot safety research domain [1].

Reading and evaluating the human’s adaptation through biological signals could be the base for a performance optimization system targeting the minimization of human stress during the interaction [2-4]. It has been shown that safety is still perceived as low when the robot’s trajectory planning and execution seems to be only avoiding collision [1]. Therefore, safety design has to include psychological factors which could be the adjustment of various parameters of the robot’s motion, such as the speed profile in terms of acceleration, deceleration, maximum and minimum speed, proximity to the human or other objects, and also adjustments of behaviour based on robot’s appearance [1].

Cultural and personal preferences identify which everyday human interaction characteristics are also important to implement in human-robot interaction (HRI). Methods employed, are commonly questionnaires, physiological metrics, and behavioural metrics [5].

The notion of studying the user’s habituation after a number of trials and identifying personal or generic trends in short or long term seems to not have been performed even in recent publications. The reason the habituation is studied in this project is so that more systems that adapt to the human as the human adapts to them. Then the robots can gradually increase their performance without being stressful to the humans whereas if the human has to adapt to an unknown system might result in low acceptance of the system or a rejection altogether especially if there is no prior knowledge about it.

For the research purposes, one study was carried out and two are yet to be completed where primarily galvanic skin response (GSR), heart rate (HR) and eye-tracking (ET) are analysed during sessions where the human is mostly passive whilst the robot is active.

II. RELATED WORK

The following section shows some of the most related work sorted by data acquisition method. Some of the related studies combine more than one method. However, they are presented in the correspondent sections bellow based on the importance of the method used in the study and the critical points that highlight the usefulness of the method.

A. Galvanic Skin Response

GSR consists in reading the changes in human skin’s conductivity when the sweat micro-glands respond to stressful situations. Dehais [6] used a motion planner based on Sisbot [7] for planning. A robot approached the human and handed an item. A training trial was performed with the users before the actual experiment, therefore the measured signals had already some adaptation effect. Kulic and Kroft used a predefined algorithm on a robotic manipulator that was fixed and the user was also sitting on a chair at a safe distance without being required to intervene to the task [8]. In their study it was demonstrated that by using a fuzzy interference controller, the user stress levels could be minimized in subsequent trials.

B. Eye-Tracking

ET offers physiological and subjective evaluation by correlating ET data with questionnaire responses

*Research supported by SECURE project https://secure-robots.eu, funded by the EU Horizon 2020 research and innovation programme under grant agreement No 642667 (SECURE)
Overall in Human-Computer Interaction (HCI) as well as HRI, eye-tracking has been used to provide vision analytics [9] and offer an additional modality [10].

C. Heart Rate
Heart-rate in HRI has been used as a primary physiological response measure [11]. In another study two systems, one wearable and one laboratory high precision sensor were used to evaluate the user’s response to some pictures shown and by immediately then filling a brief questionnaire [12]. Although in both experiments the HR measurements yielded measurable consistent results, it was not discussed how any possible habituation effects might in long term affect the measurements.

D. Questionnaires
Questionnaires have been widely used in HRI [13-15] as a method to collect user’s feedback. Joosse et al developed the BEHAVE II questionnaire that separates the responses based on attitude and behavior [16]. Morales et al tried to evaluate pleasantness of motion planning of an autonomous wheelchair via questionnaires [17].

[6] has combined physiological responses with questionnaires in an attempt to combine each other’s results so that physiological responses will match the user’s post experiment evaluation. RoSAS questionnaire demonstrated that robot’s appearance impacts its social evaluation [18].

Ragot et al performed a study where the participants had 15 seconds after every scene projected on a screen to self-assess in a 2 dimensional scale their arousal and valence [12]. The difference between this and previous studies is that the questionnaire was completed in small portions using simple numeric scales after each event so that the users could reflect more easily on how they felt and provide the “ground truth” tags for the recorded physiological data.

III. Approach
The objectives of the first experiment are to:

- Compare the findings of previous experiments in related studies verifying that the results are similar [6, 19, 20].
- Provide actual data on HRI sessions, where the human is passively participating, both from questionnaires and sensor readings.
- Explore the habituation patterns that might appear, create the proposed statistical model as a correlation between the sensor readings and the replies on the questionnaires.

A. Design of the Experiment
The experiment explored short-term habituation and had participants mostly being students and local residents from the nearby area that can access the university easily. The sample contained 29 participants (Male: 22, Age: 34.5 avg 10.7 std) Female: 5 (28 avg 4.9 std)). Their knowledge on digital equipment was marked high on the average. The participants were split in four groups. All groups had to experience four distinct sessions.

For the habituation effects’ study, all the sessions run sequentially with a small pause in between for a few minutes until the questionnaires are completed. The users had to evaluate their experience with the robot, combining it with the overall effectiveness of the task, whilst their physiological responses were recorded.

After the participants entered the lab, they read the participant information sheet and signed the consent form, the sensors were then fitted, calibrated and tested on each user on an individual basis at the beginning of the experiment. In order to obtain a base line for the GSR, a small resting period was introduced. The ET sensor had to be calibrated on an individual basis. In order to keep the base GSR updated, small pauses of a minute were introduced between the completion of the questionnaire and the next session.

In each session, the robot approached them from a distance of approximately 5 meters after coming out of an initial location where it would not be visible to the user. The robot during each session acted in a fully autonomous way, acting totally independent of any of the user’s sensor measured feedback.

The structure of the sessions was based on the combination of two conditions. The first condition was the robot’s speed and hence the perceived risk by the human of the robot crashing onto a wall or on the human upon approach. The speed choices were based on the robot’s capabilities. The second was the delivery of an item that was on the robot but not securely attached to it, hence an extra risk perceived by the human as task failure, such as dropping the item at some point or seeing the item shaking during the transportation. For this experiment, the item chosen was a half full semitransparent water bottle. The user could see the shake of the water during its transportation by the robot. The combinations of these conditions create the following session scenarios:

- Fast speed carrying the bottle
• Slow speed carrying the bottle
• Fast speed without carrying the bottle
• Slow speed without carrying the bottle

To avoid bias, users were grouped as described earlier and set to participate in possible combinations of sequences of session scenarios as shown on table 1. The first two sessions for each group consist of the robot varying its speed alone. The last two sessions add the bottle carrying task combined with the variations of the speed. Adding the extra risk at the last two sessions of the experiment, compensates for the user’s loss of interest and changing one condition each time helps compare the changes in the habituation pattern of each group in a controlled manner. The table, for clarity, is coded as follows:

• Condition: Fast (F), Slow (S)
• Carrying a bottle, Yes (B), No ( )

<table>
<thead>
<tr>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F</td>
<td>S</td>
<td>F+B</td>
<td>S+B</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>S</td>
<td>S+B</td>
<td>F+B</td>
</tr>
<tr>
<td>3</td>
<td>S</td>
<td>F</td>
<td>F+B</td>
<td>S+B</td>
</tr>
<tr>
<td>4</td>
<td>S</td>
<td>F</td>
<td>S+B</td>
<td>F+B</td>
</tr>
</tbody>
</table>

**TABLE I.** Table of User Groups

Cumulative Robot’s Speed and Task Pattern over each session.

The robot did not communicate to the user its movement intentions in any session. The users experienced the robot planning its movement spontaneously from by their visual perception of the robot’s location and the engine’s noise.

**B. Platform and Sensory Choices**

University of Hertfordshire’s custom platform “sunflower”, a service robot comprising of a mobile base, a waist link, and a tray. It is a medium sized robot built on a Pioneer 3DX base using two wheels on each side for its navigation. It has a static head, with non-functional large round ‘eyes’, mounted on a dynamixel based chain neck with 4DOF [21]. GSR and HR [22] and eye-tracker sensors were used for the physiological measurements [23].

**C. Robot Trajectories and Speed Choices**

The path of the robot (figure 1) was chosen so it would have maximum visual exposure to the user.

Also, it was combined with a maneuver that requires a sharp turn (top right corner) and the potential of a crash upon failure when it was still away from the user. The duration of the slow trajectory is approximately 48 seconds and 20 seconds for the fast one, giving enough time to the user’s GSR to rise and drop approximately at the time when an event causing stress occurs. The user’s curiosity should be heightened as to why the robot chooses this path to follow as opposed to a direct approach. The user should perceive the robot not as a completely human-like thinking entity but as a system with some way of reasoning that does not necessarily act the way a human would. This, subsequently, was revealed by the discussion with some of the participants and their questionnaire responses. It appears that it had an impact on the assessment of the task’s efficiency later on in the questionnaire’s section.

The speed is approximately 0.7 Km/hour in the fast mode and 0.47 Km/hour in the slow mode. In both fast and slow trajectories, the robot covers approximately 3.1 meters in the first straight segment and 5.75 meters in the second in which it approaches the participant. The turning lasts 3 seconds and including the stop and start of the robot on the turning spot is approximately 6 seconds. The safety distance is 30 to 50 cm from the participants’ feet.

![Figure 1 (Top View of Robot’s Trajectory during each session)](image)

**D. Questionnaires**

There are four questionnaires used for this experiment.

Once the first trial ended, the (1) “demographics sheet” asking age, gender, expertise with computers among others, the (2) “behind the wall” asking about the users experience whilst the robot was not visible and one copy of the (3) “main questionnaire” was handed out to the user whilst the sensors were still fitted.

The (3) “main questionnaire” was handed to the user after each trial. Hence it was completed four times for each user. It asked the user to evaluate the robot’s performance. It also required the user to indicate on a...
schematic showing the robot’s trajectory during the trial, the parts where the robot was too fast or slow as well as where it could have failed the task. The (4) “general questionnaire” -which is handed out in the end- asking the user about his/her overall experience, as well as the (4) “demographics sheet” have the purpose to normalise the responses of the user.

IV. PRIMARY RESULTS AND POINTS TO BE ADDRESSED

Results are under analysis. From a qualitative point of view, there seem to be repeated patterns for most users’ physiological responses in relation to specific events. User perception of the task’s risks and complexity varies seemingly as the conditions vary in ways that the physiological responses do not always correspond to the questionnaire responses.

Emerging features such as stress signs due to specific event anticipation and their variance are currently being studied. For example, once the user has experienced the robot’s trajectory for the first time, how long it takes before the turning point is reached and hence his/her GSR peaks anticipating the potential crash on the wall. Furthermore, how this changes when the speed changes or the task of carrying the bottle.

V. FUTURE WORK

There are two more experiments to be carried out. Their aim is to provide results that will clarify some points from the first experiment.

The second experiment is focused on a simpler unique movement with more repetitions in a higher speed. The third experiment will be focused on the user hearing the robot approaching. Study of stress and habituation of events such as low intensity touches of the robot to the seat are also under consideration.

The results of all the experiments’ data might help drawing further conclusions on human stress and habituation during HRI and suggest methods of minimizing stress.
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Investigating human perception of trust and social cues in robots for safe HRI in home environments

Alessandra Rossi\textsuperscript{1} and Kerstin Dautenhahn\textsuperscript{1,2} and Kheng Lee Koay\textsuperscript{1} and Michael L. Walters\textsuperscript{1}

Abstract—Our aim is to create guidelines that allow humans to trust robots that are able to look after their well-being by adopting human-like behaviours. However, trust can change over time due to different factors, e.g. due to mechanical, programming or functional errors. It is therefore important for a domestic robot to have acceptable interactive behaviour when exhibiting and recovering from an error situation. As a first step, we investigated human users’ perceptions of the severity of various categories of potential errors that are likely to be exhibited by a domestic robot. We conducted a questionnaire-based study, where participants rated 20 different scenarios in which a domestic robot made an error according to their severity. We clearly identified scenarios that were rated by participants as having limited consequences (‘small’ errors) and that were rated as having severe consequences (‘big’ errors). In order to define acceptable behaviours to recover the human trust, it is necessary to consider that errors can have different degrees of consequences and people’s personalities and dispositions of trust may affect differently their perception of the robot. We used an interactive storyboard presenting ten different scenarios in which a robot performed different tasks, either correctly, or with small or big errors, under five different conditions. At the end of each experimental condition, participants were presented with an emergency scenario to evaluate their current trust in the robot. We conclude that there is correlation between the magnitude of an error performed by the robot and the corresponding loss of trust of the human in the robot. We also found a correlation both between individual personalities and characteristics of people and their perceptions of the robot and trust towards a robot.

I. INTRODUCTION

In the not too distant future, autonomous robots will take part in peoples’ daily living activities. In particular, humans will have to interact with them in domestic environments. This prospect will open two main challenges for consideration: Humans will need to accept the presence of the robot and they will also have to trust that their robotic companion will look after their well-being without compromising their safety. Trust determines human’s acceptance of a robot as a companion and in their perception of the usefulness of imparted information and capabilities of a robot [1], [2]. Higher trust is associated with the perception of higher reliability [3]. Furthermore, other aspects such as the appearance, type, size, proximity, and behaviour of a particular robot will also affect user’s perceptions of the robot [4], [5]. Syrdal et al. [6] showed that dog-inspired affective cues communicate a sense of affinity and relationship with humans. Martelaro et al. [7] established that trust, disclosure, and a sense of companionship are related to expressiveness and vulnerability. They showed how a sense of the robot’s vulnerability, through facial expressions, colour and movements, increased perceived trust and companionship, and increased disclosure. Lohse et al. [8] demonstrated that robots with more extrovert personalities are perceived more positively by some users.

Robots are machines and they might exhibit occasional mechanical or functional errors. For example, the robot may turn off during a delicate task because its battery was fully discharged without warning, or a robot might unlock the front door to strangers who may be potential thieves. People might perceive errors differently according to the resultant consequences and the timing of when they happened. Indeed, the impact of ‘big errors’ or an accumulation of ‘small errors’ might be perceived differently.

Our works [9], [10], [11] analysed human users’ perceptions of the severity of errors made by a robot and their impact on human users’ trust. Such analysis was intended to categorise potential errors that are likely to be exhibited by a domestic robot according the participants’ perceptions (i.e., which errors are considered having ‘big’ and ‘small’ consequences), and to identify how the timing and severity of these errors influence the participants’ trust in robots. We analysed how human users’ personalities and characteristics affect their trust towards robots. This is particularly relevant in designing guidelines for Human-Robot Interaction in home environments where the interaction is strictly connected to humans’ dynamics.

Research Questions

This work has been carried out considering different assumptions to investigate the following research questions (R) and hypotheses (H):

\textbf{R1} Which kind of erroneous behaviours impact a human’s trust in a robot? \textbf{H1} We expect that there is a correlation between the magnitude of the error performed by the robot and the loss of trust of the human in the robot. We hypothesise that errors with severe consequences have more impact on humans’ trust in robots.

\textbf{R2} Does the impact on trust change if the error happens at the beginning or end of an interaction? \textbf{H2} We expect that there is a correlation between the timing in which the error is performed during the interaction and the loss of trust. Similar to Human-Human relationships [12], we believe that humans

\textsuperscript{1}A. Rossi, K. Dautenhahn, K. L. Koay and M. L. Walters are with Adaptive Systems Research Group, School of Computer Science, University of Hertfordshire, Hatfield, UK [a.rossi, k.dautenhahn, k.l.koay, m.l.walters]@herts.ac.uk

\textsuperscript{2}K. Dautenhahn is with the Departments of Electrical and Computer Engineering/Systems, Design Engineering, University of Waterloo, 200 University Ave. W. Waterloo, Ontario kerstin.dautenhahn@uwaterloo.ca
recover trust more completely and quickly after the violation of trust in a later stage of the Human-Robot relationship.

**R3** Is it easier to recover/regain human trust when it is a big error that occurs either at the beginning or at the end of the interaction? Or is it easier to regain/recovers when a loss of trust is caused by a big error happening at the end of the interaction? **H3** We expect that there is a correlation between the time at which the error occurred and the magnitude of the error. We hypothesise that a big error has more impact on the loss of trust when it happens at the end of the interaction because the human users do not have time to recover from the loss of trust.

**R4** Do personalities and characteristics of humans affect their perception of a robot? Do personalities and characteristics of humans affect their trust in a robot? **H4** We expect that there is a correlation between both the personalities and characteristics of people, their perception of the robot and their trust in a robot. As with Human-Human relationships [13], [14], [15], we hypothesise that people with stronger and more positive attitudes towards other humans are more likely to trust robots.

**R5** Are the use of human social behaviours sufficient for humans to trust a robot to look after their well-being? **H5** We believe that social cues make robots more human-like, and better accepted by humans, then humans can be more inclined to rely on them.

**R6** Can a human’s trust in her robot change over time? **H6** We believe that trust could change if the initial conditions of trusting a robot change, e.g. the robot starts to show erratic behaviours.

**II. HUMAN PERCEPTIONS OF THE SEVERITY OF DOMESTIC ROBOT ERRORS**

There are several definitions of trust, however there is a tendency [17] in adopting the following definition: “Trust can be defined as the attitude that an agent will help achieve an individual’s goals in a situation characterised by uncertainty and vulnerability” [18, p. 51]. Trust is a complex feeling even between humans [16] and it can change during the course of interactions due to several factors [1].

Higher trust is associated with the perception of higher reliability [3]. Therefore, humans may perceive erroneous robot behaviours according to their expectations of a robot’s proper functions [19]. However, robots can be faulty due to mechanical or functional errors. For example, a robot might be too slow due to batteries running low. It might not be able to detect an obstacle and destroy a human user’s favourite object, or the arm of the robot might cause a breakage during a delicate task. Each of these errors are robot errors, though their magnitude might be perceived differently according to the resultant consequences.

But which type of errors have more impact on human perceptions of robots? Factors may include severity and duration, the impact of isolated ‘big errors’, or an accumulation of ‘small errors’. For example, Muir and Moray [31] argue that human perceptions of a machine are affected in a more severe and long-term way by an accumulation of ‘small’ errors rather than one single ‘big’ error. The embodiment of a robot may also have a major impact on the perception of it by humans [4].

What is perceived as a ‘big error’ and what is a ‘small error’? People have individual differences, including age, gender, cultural and social habits, which may impact their perceptions of what are considered big or small errors. In order to study the differences in terms of the impact of errors on a human-robot interaction, first we have to establish what people consider subjectively to be ‘small’ or ‘big’ errors exhibited by a home companion robot. In this context, our first study was directed towards the classification of likely robot errors according to their perceived magnitude.

**A. Method**

This study has been organised as a within-subjects experiment. Each participant has been shown the same questions, rated using a 7-point Likert scale [1= small error and 7= big error].

**B. Procedure**

Participants were asked to imagine that they live with a robot companion in their home. However, the robot might make some mistakes. The participant has to complete a questionnaire rating the magnitude of the errors illustrated in different scenarios, e.g. “Your robot leaves your pet hamster outside the house in very cold weather”. The questionnaire is composed of 20 questions, plus two optional in which the participant is free to add their own examples of errors not already included in the scenarios proposed.

**C. Results**

According to the resulting answers of 50 participants - (32 men, 18 women), 19 to 63 years old [mean 41, std 11.59]. All the questions with values < 4 are considered small errors, those with values > 4 are considered big errors and those with values = 4 are considered neutral errors. We identified 7 big errors, 6 small errors and 7 moderate errors. We did not find any significant differences between gender or age of the participants and their rating of the errors.

**III. HOW THE TIMING AND MAGNITUDE OF ROBOT ERRORS INFLUENCE PEOPLES’ TRUST OF ROBOTS IN AN EMERGENCY SCENARIO**

In order to enable safe Human-Robot Interaction in home environments, it is important to investigate how an interactive relationship can be established and preserved between human users and their robotic companions, along with the likelihood of robot errors occurring. In this context, this study investigated the impact of errors with different magnitudes and order of presentation on peoples’ trust of robots.

**A. Method**

As part of a virtual, interactive storyboard, we observed and analysed participants’ behaviours during interactions with a robot called Jace. We used a between-subject experimental design. Participants were asked to read a story and interact with the robot, using their mouse and keyboard,
whenever they were invited by the robot. In order to test our research questions, each experiment was executed under 5 different conditions: condition C1: 10 different tasks executed correctly by the robot; condition C2: 10 different tasks with 3 trivial errors at the beginning and at the end of the interaction; C3: 10 different tasks with 3 trivial errors at the beginning and 3 severe errors at the end of the interaction; C4: 10 different tasks with 3 severe errors at the beginning and 3 trivial errors at end of the interaction; and C5: 10 different tasks with 3 severe errors at the beginning and at the end of the interaction. All the conditions with errors were interspersed by the same 4 correct behaviours.

At the end of each condition, the participants were presented with a final task in which a fire started in their kitchen and they were presented with the following options 1) to trust the robot choosing the option “I trust Jace to deal with it.”; 2) to not trust the robot choosing the option “I do not trust Jace. I will deal with it.”; 3) to work with the robot, supervising the emergency, choosing the option “I want to extinguish it together with Jace.”; 4) to not trust either the robot or themselves choosing the option “We will both leave and call the fire brigade.”.

Finally, in order to analyse the interaction between the human participants and the robot, we asked the participants to answer two sets of different questions.

B. Procedure

Participants were asked to imagine that they lived with a robot as a companion in their home which helps them with everyday activities. They were tested using an interactive storyboard accessible through a web application.

We asked participants different questions at the beginning and end of the interaction:

Questionnaire 1 A pre-experimental questionnaire for 1) collecting demographic data (age, gender and country of residence), 2) the Ten Item Personality Inventory questionnaire about themselves (TIPI) [20], 3) 12 questions to rate their disposition to trust other humans [21] and 4) and to assess participants’ experience and opinion with regard to robots.

Questionnaire 2 A post-experimental questionnaire including: 1) questions to confirm that participants were truly involved in the interactions and had noticed the robot’s errors, 2) to collect participants’ considerations about their feelings in terms of trust and appeasement (e.g., “was the robot irritating/odd?” and “why did/did not you trust the robot?”), and their perceptions of the interactions (e.g., “did the scenario look realistic?”) and 3) questions to collect the participants’ evaluation of the magnitude of the errors presented during the interactions.

C. Results

We analysed responses from 200 participants (115 men, 85 women), aged 18 to 65 years old [avg. age 33.56, std. dev. 9.67]. Participants’ country of residence was: 60% USA; 34% India; 6% European and other countries.

We asked participants four questions about the content of the scenarios to verify the level of their engagement with the story presented. Correct answers were received for 79.75% (max 92%, min. 71.5%). We analysed the responses of 154 participants, not including those who gave more than one wrong answer (thus identified as not paying very much attention to the study - which can be expected in an online survey) to the verification questions.

We observed that a majority of participants chose to deal with the emergency situation collaboratively, and a slightly smaller majority chose to trust the robot when tested with C1. Participants chose not to trust the robot when it made severe errors (C5), while they were more inclined to trust in teamwork when the robot made small errors (C2 and C3).

We also noticed that the number of participants who chose to trust the robot increased in C3. While this might indicate a tendency of participants to not trust the robot more when the severe errors were made by the robot at the beginning of the interaction, we did not find any statistically significant association.

We observed that the association of the choices of the participants for the emergency scenario and the experimental conditions is statistically significant ($\chi^2(2) = 9.21, p = 0.01$). The strength of relationship (Cramer’s V) between the emergency choice and experimental conditions is moderate ($\phi_c = 0.26, p = 0.001$).

There is a correlation between the condition C5 and the choice of the participants to not trust the robot (adjusted value > 1.96). We observed that participants’ trust is affected more severely when the robot made errors with severe consequences. We did not find any significant dependency ($p > 0.3$) between the gender of the participants and their choices in trusting the robot to deal with the emergency. We did not find any statistically significant association for different age ranges of the participants and their emergency choices ($p > 0.12$). Therefore, we assume that these results can be generalised to a generic population independently of gender and age. Moreover, in order to test the association between participants’ emergency choices and their country of residence, we used a Chi-Square Test. Since the majority of the countries of residence had only one participant, we applied the test only to India and USA. We observed that the association is not statistically significant ($\chi^2(2) = 4.138, p > 0.24$).

We found a strong connection between the personality traits of agreeableness, conscientiousness and emotional stability, and their disposition to trust other people.

The majority of our participants did not have any previous experience of interaction with robots (79.97%, min=1, max=6, mean 1.64, std. dev. 1.27). Interestingly, from participants’ responses we noticed that according to their experiences, extraverted participants tended to consider robots generally as a machine ($p = 0.007$) and agreeable participants as an assistant ($p = 0.007$), in contrast to their perceptions of the robot they interacted with in this study. In particular, extraverted participants perceived Jace as a friend ($p = 0.0019$) and a warm and attentive entity ($p = 0.0025$), while agreeable participants perceived Jace as a tool ($p = 0.0033$). We also found that extraverted participants would like to have Jace
as home companion ($p = 0.001, r = 0.269$) and believe it is reliable ($p = 0.002, F = 7.279$) and trustworthy in uncertain and unusual situations ($p(12) = 0.026, F = 2.025$).

Finally, we analysed participants’ personalities and dispositions of trust with regard to their final choice of trusting the robot in an emergency scenario. We found that conscientiousness ($p(3) = 0.42, F = 2.803$) and agreeableness ($p(3) = 0.022, F = 3.320$) traits correlate with participants’ propensity for trusting the robot, and participants’ belief in benevolence of people also correlate with higher trust in Jace ($p = 0.014, F = 6.078$). Moreover, we observed that the errors made by the robot significantly affected participants’ perception of the robot.

IV. CONCLUSIONS

Regarding the research question R1, our hypothesis H1 suggested that there is a correlation between the severity of the error performed by the robot and humans not trusting the robot. Our study shows that the magnitude of the errors made by the robot, and humans not trusting the robot are correlated. In particular, participants’ trust was affected more severely when the robot made errors having severe consequences. We also hypothesised in H2 that the timing when the error is performed affects the trust towards robots (research question R2), and there is a correlation between the timing of when the error occurred and the magnitude of the error (research question R3 and hypothesis H3). Our results marginally suggest also that there might be a tendency not to trust the robot when severe errors happen at the beginning of an interaction, but these differences were not statistically significant.

As indicated in Hypothesis H4, we found a correlation both between individual personalities and characteristics of people and their perception of the robot and trust towards a robot (research question R4).

We are currently investigating research questions R5 and R6.
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Virtual Reality as a Tool to Study Embodied Cognition
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I. STATE OF THE ART

Contemporary cognitive and social robotics share important scientific questions with the fields of psychology and neuroscience [1, 2]. How does an artificial machine learn to safely manipulate an object? While roboticists try to build machines performing as efficiently as humans, neuroscientists try to understand how the brain works and leads to intelligent behaviours. During the last 10 years, multiple novel tools to study human cognition appeared on the market, such as eye tracking and motion capture systems. Nowadays, modern Virtual Reality (VR) systems are intensively used in academia to investigate human behaviours. The most beneficial feature is that they provide both laboratory settings (well-controlled experiment) and near to ecological environment. However, VR can provide much more information than academics do collect, such as kinematic data and neural data when coupled with Electroencephalography (EEG). The aim of this extended abstract is to describe existing VR paradigms and our original VR setup coupled with EEG, used to study how humans build novel representations of objects and actions. The goal of our project is to provide a better understanding of the neural bases of novel objects and actions representations.

Recent advances in VR technology allow us to go beyond the initial perspectives. For instance, now VR is used to investigate how users process their own space. Spatial cognition is important for psychologists as well as cognitive roboticists (eg. the importance of peripersonal space for a robotic arm safety [3]). Using an immersive virtual reality paradigm, Iachini et al. [4] investigated what are the distances necessary for a user to be comfortable interacting with a virtual avatar or a robot. Another VR study showed that motor affordances provided by everyday objects (eg. the handle of a cup) are processed only when the object is situated in the reachable space [5]. A similar VR environment was used [6] to establish how object knowledge is also accessed automatically upon viewing tools and other manipulable objects when they are within reach. This means that our implicit affordances perception and manipulation knowledge are modulated by the stimulus position in the space. The following research from the same team showed that neuronal \( \mu \) rhythm (8-13 Hz) represents a neural signature of this affordance processing [7, 8]. To do so, the authors used goggles with projected stereoscopic images, which differ from our approach using full head-mounted displays.

Such investigations have been possible because VR now goes beyond passive viewing, and can be used to represent virtual tools that the user can manipulate by proxy through physical tracked controllers. This means that the user can manipulate and affect their virtual environment, a central tenet of embodied cognition. This approach allows us to examine some of the basic properties of the embodied approach through extract control methodological factors (eg. properties of the stimuli), that are robust, and repeatable. They also allow us to overcome significant logistic issues (eg. placing and removing an object manually at different distances from the participants thousands of times) that tend to make physical experimental studies unfeasible, or underpowered.

II. METHOD

As described briefly, VR is a modern tool to study how the human brain process objects and guide their manipulation. Our lab investigates these cognitive processes using a VR setup coupled with EEG recordings (Figure 1). Using two interfaced computers and a VR head-mounted display placed on the top of an EEG cap, the EEG recordings are synchronized with multiple events happening in the virtual environment. Our setup allows us to track the neural activity underlying the recognition of objects (ie. a stimulus onset) and motor control (ie. movement onset and grasp onset). Hence, the setup also provides the opportunity to investigate the emergence of novel object representations through the use of novel objects (Figure 2).
Figure 1 Representation of a virtual environment (top left) where the participant interacts with a controller (top right). Participant’s EEG is synchronized to the key events of the experiment (bottom). Stimulus onset: the participant processed the apparition of an object. Movement onset: the participant released a hand from a button situated on the table. Grasping onset: the participant grasped the controller at a location A. Action onset: the participants placed the controller on a location B.

Figure 2 Example of 3D models created by the researchers that participants learn to manipulate.

Finally, as VR controllers are tracked in real-time by two cameras, the setup allows the researcher to track how participants manipulate them. For instance, the position, the rotation and the velocity of the controller can be tracked in the space during the transportation of the controller from a location A to a location B (Figure 3).

Figure 3 The task of the participant was to transport an object from a location A to a location B. In the middle of the experiment, participants perform another motor task (training). The tracked VR controller allows to record and compares the rotation, the position and the velocity (single axis presented) during the transport task (ie. hand movement) before and after the motor training. Here, performing a motor training influences the motor control of the transport task afterward, especially the velocity of the hand movement.

III. CONCLUSION

Coupling VR with EEG techniques allowed our team to investigate the neural activity underlying the recognition of novel tool and the selection of learnt tool use [9-11]. As investigated in cognitive robotics, we use this setup to understand how humans build representations of novel objects and actions. To conclude, the number of applications of VR goes beyond the primary goals expected twenty years ago. Most recent research in cognitive science and related fields couple VR with other well-known technologies, such as EEG techniques in order to overcome methodological limitations and therefore extend their scientific potentials.
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Abstract—In this work, we tackle the problem of developing a dialogue system for robots with multivariate behavioral adaptation as a preliminary step towards potentially learning safety concepts for safer human-robot interaction. With the concern of safety during the human-robot verbal interaction, the aim is to study and research different linguistic aspects. We found that language is very complex but comprehensive, and different linguistic features could be used to assess the behavior. We start with sentiment guided learning of the safety concepts. We also found that for the language interaction, we need a dialogue system which drives dialogue flow. In natural language understanding, dialogue act, which represents a functional type of utterance, plays a very important role in a dialogue system. We developed neural inference models to recognize and classify the dialogue acts. We also follow up with discourse analysis, which is one of the important processes in the development of dialogue systems. Results of research in this direction allow us to revisit the dialogue systems, develop and deploy on a robot to demonstrate a proof of concept.

Index Terms—natural language processing, human-robot interaction, dialogue systems, dialogue acts, discourse analysis

I. INTRODUCTION

In a conversation, humans use changes in a dialogue to predict safety-critical situations and use it to react accordingly. We propose to use these kinds of cues for safer human-robot interaction through early detection of dangers. In the section below, you will find the list as a research progress from learning the linguistic feature to developing a dialogue system for the robot which can adapt their behavior based on linguistic features. The features learned using learning approaches such as artificial neural networks and deep learning.

II. APPROACHES

A. Sentiment guided language learning

Sentiment can drive conversation based on their polarity. For example, being sentimentally positive in the language can bring positive utterances and vice versa. We attempt to model such a model to learn to estimate the sentiment of the next upcoming utterance based on a few preceding utterances [1]. Due to a low availability of sentiment annotated dialogue corpora, we use a sentiment classification for utterances, to learn sentiment changes within dialogues and ultimately predict the sentiment of upcoming utterances.

We show that training a recurrent neural network on context sequences of words, defined by two preceding utterances of each speaker with the sentiment class of the next utterance, leads to useful predictions of the sentiment class of the upcoming utterance. See the example in Figure 1 to relate the safety learning process using sentiment as a guiding cue. We also explore the emotion intensity detection by using character- and word-level recurrent neural network models [2].

B. Dialogue act recognition

Dialogue act represents a functional importance of an utterance. It is an aspect of natural language understanding where its recognition plays an important role in building the dialogue systems (DS). We develop several neural models to learn to recognize and classify the dialogue acts. For the recognition of dialogue act, the context within the dialogue is very important, hence, modelling the neural models the same way is crucial [3]. We develop a recurrent neural model which uses a character level language model feature for each utterance. This model surpasses some of the state-of-the-art results on the Switchboard Dialogue Act corpus.

However, we also attempt to answer the research question that how much context information is needed while recognizing the dialogue act of utterance. Hence, we develop a similar neural model with attention mechanism on the top, which computes the weights of the contribution of preceding utterances while recognizing the dialogue act of current utterance [4]. The architecture uses a bi-directional recurrent neural network with attention mechanism.

C. Discourse analysis

Discourse analysis can be performed by analyzing the dialogue act of sequence of utterances in a conversation.

R: Hello, how can I help you? Neutra
P: Can you bring me tea? Neutral
R: Yes, I can make some tea. Positive (context)
P: Be careful, that cup seems broken. Neutral
R: Shall I continue the action. Neutral
P: No, don’t use the broken cup. Negative (context)
R: Okay, I will find another one. Neutral

Fig. 1. Example for preparing the contexts
Our live web-demo called Discourse-Wizard is available\(^1\) for discourse analysis. The backend used for this live web-demo is similar to our previous work at the dialogue act recognition, and more details can be found in [5].

D. Dialogue systems (DS)

As a result, we aim to develop a dialogue system for the social robots which could take several linguistic features into account and infer accordingly. We developed a simple dialogue system which uses deep learning as a backend for spoken language understanding. As a first step, we develop a natural language interface for the simulated agent in AI2Thor environment [6]. The language understanding module is able to decode the input utterance into the symbolic representation using hierarchical recurrent neural networks as shown in Figure 2. For example, the utterance “please move to the right” can be decoded as \( \{ \text{da} : \text{moveRobot}, \text{direction} : \text{right} \} \) where \( \text{da} \) represents the dialogue act or intention, \( \text{direction} \) is a slot and \( \text{right} \) its value.

E. DS with politeness as a social cue

We developed the next part as a result of the dialogue system where we add another module like politeness detection, as shown in Figure 3. Dialogue act module is as same as spoken language understanding described previously. The response manager picks an appropriate response from the data file based on intention and the degree of politeness.

F. DS for robot adapting behavior based on politeness

As a proof of concept, we have developed and deployed our DS on the robot which adapts its behavior based on a degree of politeness. It is demonstrated with practical experiment as a part of the project during secondment\(^2\). DS communicated with the robot through state and motion managers for appropriate actions such as behavioral changes and navigation.

\(^1\)https://secure-robots.eu/fellows/bothe/discourse-wizard-demo/ and full demo website at https://crbothe.github.io/discourse-wizard/  
\(^2\)We have accomplished this experiment during secondment in collaboration with the industrial partner SoftBank Robotics in Paris, France with their humanoid robot Pepper.

---

Fig. 2. Hierarchical recurrent neural networks for dialogue acts and slot-value pair recognition

Fig. 3. Dialogue system with different modules

III. CONCLUSION

We discussed most of the stages of progress in our research in the direction of the language learning for safety during human-robot interaction. We gave the pointers to deal with the language processing for dialogue system development and integration of those with the robot that shall accordingly adapt its behavior.
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Speech Emotion Recognition for Human-Robot Interaction with Deep Neural Networks

Egor Lakomkin\textsuperscript{1}, Cornelius Weber\textsuperscript{1}, Sven Magg\textsuperscript{1} and Stefan Wermter\textsuperscript{1}

I. RESEARCH MOTIVATION

In the near future, the presence of robots in home environments will become more common, helping humans with daily tasks, for instance assisting elderly people. One important area where robots can be very helpful is identifying possible dangerous situations in home environments. Robots can observe the situation at the moment and try to evaluate if there is a potential threat. A robot can be taught to do this with machine learning methods. As an example, given a speech segment, it would be interesting to predict if a person is excited or neutral. In this paper, firstly I outline main questions and directions in my PhD research, then I present current achieved results followed by the related and future work sections.

II. RESEARCH DIRECTIONS AND ACHIEVED RESULTS

I identify three main directions in my research: 1) features and signal representations learning for speech emotion recognition (SER) task. 2) investigation of neural architectures which allow robust to an internal robot’s and an environmental noise emotion recognition 3) research on the methods and approaches to incorporate information contained in modalities other than auditory to improve speech emotion recognition. For example, linguistic analysis of a spoken text or facial expression recognitions can help in difficult situations when analyzing only acoustic signal is not enough to infer an affective state of the speaker.

A. FEATURES FOR SPEECH EMOTION RECOGNITION

I evaluate several dual architectures which integrate representations of the automatic speech recognition (ASR) neural network: a fine-tuning and a progressive network. The fine-tuning architecture reuses features learnt by the recurrent layers of a speech recognition network and can use them directly for emotion classification by feeding them to a softmax classifier or can add additional hidden SER layers to tune ASR representations. Additionally, the ASR layers can be static for the whole training process or can be updated as well by allowing to backpropagate through them. The progressive architecture complements information from the ASR network with SER representations trained end-to-end. Our experiments on the IEMOCAP dataset show 10% relative improvements in the accuracy and F1-score over the baseline recurrent neural network which is trained end-to-end for emotion recognition. Results were published and presented at the IICNLP 2017 conference [1].

B. LEARNING EARLY EMOTION RECOGNITION

Acoustically expressed emotions can make communication with a robot more efficient. Detecting emotions like anger could provide a clue for the robot indicating unsafe/undesired situations. Recently, several deep neural network-based models have been proposed which establish new state-of-the-art results in affective state evaluation. These models typically start processing at the end of each utterance, which not only requires a mechanism to detect the end of an utterance but also makes it difficult to use them in a real-time communication scenario, e.g. human-robot interaction. We propose the EmoRL model that triggers an emotion classification as soon as it gains enough confidence while listening to a person speaking. As a result, we minimize the need for segmenting the audio signal for classification and achieve around 50% latency reduction as the audio signal is processed incrementally. The method is competitive with the accuracy of a strong baseline model, while allowing much earlier prediction. The results will be presented at the ICRA 2018 conference.

C. ROBUST ACOUSTIC EMOTION RECOGNITION

Many neural network-based architectures were proposed recently and pushed the performance to a new level. However, the applicability of such neural SER models trained only on in-domain data to noisy conditions is currently under-researched. In this work, we evaluate the robustness of state-of-the-art neural acoustic emotion recognition models in human-robot interaction scenarios. We hypothesize that a robot’s ego noise, room conditions, and various acoustic events that can occur in a home environment can significantly affect the performance of a model. We conduct several experiments on the iCub robot platform and propose several novel ways to reduce the gap between the model’s performance during training and testing in real-world conditions. Furthermore, we observe large improvements in the model performance on the robot and demonstrate the necessity of introducing several data augmentation techniques like overlaying background noise and loudness variations to improve the robustness of the neural approaches. The results were published at the IROS 2018 conference\textsuperscript{2}.

\textsuperscript{1}University of Hamburg, Department of Informatics, Knowledge Technology Institute, Vogt-Koelln-Strasse 30, 22527 Hamburg, Germany lakomkin @informatik.uni-hamburg.de

\textsuperscript{2}Video \url{https://www.youtube.com/watch?v=js_TCx1_wF4}
D. SEMI-SUPERVISED EMOTION RECOGNITION

One of the issues in the area of affective computation is that the amount of annotated data is very limited. On the other hand, the number of ways that the same emotion can be expressed verbally is enormous due to variability between speakers. This is one of the factors that limits performance and generalization. We propose a simple method that extracts audio samples from movies using textual sentiment analysis. As a result, it is possible to automatically construct a larger dataset of audio samples with positive, negative emotional and neutral speech. We show that pretraining recurrent neural network on such a dataset yields better results on the challenging EmotiW corpus. This experiment shows a potential benefit of combining textual sentiment analysis with vocal information. The results were published and presented at the EACL 2017 conference.

III. RELATED WORK

Deep neural networks significantly boosted the performance of acoustic emotion recognition models. The majority of recent work focuses on learning to extract useful input representations and searching for neural architectures for emotion recognition, as neural approaches outperform traditional ones like support vector machines and decision trees [2].

Recurrent neural networks have an ability to model long-term context information and were successfully applied to emotion recognition [3], [4]. Convolutional neural networks can capture only a local context, but have an ability to model longer dependencies when their architecture was designed with a deep hierarchy [2]. Commonly, these methods train neural networks on pre-extracted features: MFCC coefficients, spectrograms and high-level information like formants, pitch, and voice probability. Alternatively, Trigeorgis et al. demonstrate a model that learns how to recognize the affective state of a person directly from the raw waveform [5]. Another explored direction is transfer learning: adapting audio representations trained initially for other auxiliary tasks, like gender and speaker identification [6] or speech recognition [1], [7].

Robustness to noise was a subject of several previous work. Attention mechanisms [3], [8] aim to identify useful regions for emotion classification automatically by assigning a low importance to irrelevant inputs, for example, non-speech or silence frames. Adding background noise during training improved the robustness of neural models in several acoustic classification tasks [9]. Different types of data augmentation methods were explored by Zhou et al. [10] to improve the performance of speech recognition. Supervised domain adaptation was proposed by Abdelwahab et al. [11] to mitigate the problem of training and testing mismatch conditions by tuning the model on the small set of test samples.

Our work on the robustness of the speech emotion recognition is close to Lane et al. [9] and our main difference is that our testing conditions are not synthetically constructed by overlaying clean samples with additive noise, but recorded on the iCub robot which adds a significant amount of ego-noise. We argue that distortions introduced by playing a sample through speakers, changing room conditions and distance from the speech source to the robot, reverberations, added external acoustic events and the robot’s internal noise introduce non-linear deformations which are challenging for the neural network to deal with.

IV. FUTURE WORK

In future work, I plan to investigate further ways to enhance the data augmentation pipeline for a robust speech emotion recognition. For example, data-driven generative models, like generative adversarial networks, can produce realistic speech samples, which potentially can be useful during training. I plan to evaluate an option to enrich input representation with the information on the spoken text under noisy conditions as it appears to be difficult to analyze valence without it.
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Progress Report: Language-modulated Actions using Deep Reinforcement Learning for Safer Human-Robot Interaction

Mohammad Ali Zamani¹, Sven Magg¹, Cornelius Weber¹ and Stefan Wermter¹

Abstract—Spoken language can be an efficient and intuitive way to warn robots about threats. Guidance and warnings from a human can be used to inform and modulate a robot’s actions. An open research question is how the instructions and warnings can be integrated in the planning of the robot to improve safety. Our goal is to address this problem by defining a Deep Reinforcement Learning (DRL) agent to determine the intention of a given spoken instruction, especially in a domestic task, and generate a high-level sequence of actions to fulfill the given instruction. The DRL agent will combine vision and language to create a multi-modal state representation of the environment. We will also focus on how warnings can be used to shape the DRL’s reward, concentrating on the recognition of the emotional state of the human in an interaction with the robot. Finally, we will use language instructions to determine a safe operational space for the robot.

I. INTRODUCTION

In the future, robots are expected to work as companions with humans in various areas including domestic scenarios such as care-giving. Human-robot interaction safety has not been well studied [1]. Even with well-engineered robots, it would be unrealistic to move robots directly from factories to home environments to perform complex tasks [2] [3] due to safety [4]. Moreover, robots also have to continuously adapt to new environments to avoid hazardous actions since using experts to program a robot for every environment is impossible. Hence, we need adaptive learning algorithms.

Spoken language can be considered one of the most effective communication channels to warn robots about threats. For example, robots may not notice an external threat or mis-planning that may harm a human or the robot itself. However, a human can warn or guide the robot by a verbal utterance toward a safer interaction. How robots react to safety warnings is not addressed exhaustively in the literature. The closest related research area is assigning tasks to robots by verbal instructions [5], [6], [7]. They follow rule-based methods to utilize spoken language instructions which can cover only a limited number of scenarios.

Our goal is to train a robot to safely perform complex tasks with the ability of processing environmental feedback, including guidance and warnings by a human, to shape a proper signal for updating its own policy. Therefore, our research is focused on three capabilities of the robot: generating high-level actions from verbal instructions, extracting reward from prosodic/sentiment features of the human speaker, and learning a safe workspace for the robot.

II. FOCUS AREAS

A. Mapping Spoken Instruction to a Sequence of Actions

We introduced a framework to obtain the intention of a given spoken instruction (e.g. “boil water”) and generate the sequence of actions (“moveto kettle”, “grasp kettle”, ...) to fulfill the task [8], [9]. The intention detection was implemented with a 2 layer perceptron with 20% dropout and trained by the TellMeDave corpus to predict one of 10 predefined classes. Our model could achieve 89.57% accuracy in a 5-fold cross-validation.

Fig. 1. The deep reinforcement learning architecture generates the sequence of actions. An MLP neural network is trained to approximate the action-value functions. The compositional linguistic state, χ(t), is presented to the network as a compositional vector which is a binary vector.
We developed a symbolics environment from the “Tell Me Dave” Corpus [10] to train the RL agent. The main contribution was to use a distributed symbolic state representation (e.g. \{On Kettle Sink\}, \{Near Robot Sink\}, ...) which reduced the learning time on given tasks. Our Reinforcement Learning was built based on the Deep Q-Network [11] architecture with modifications to support multiple Q functions and different types of value estimation. As shown in figure 1, there are four output groups in the network architecture. However, the actions in the corpus have different number of arguments (i.e. object1, object2, and preposition) from zero to three. Therefore, we masked the gradient based on the performed action.

In our case, the environment state was directly accessible through the simulation while this needs to be extracted in a real life scenario. Therefore, we will extend by encoding vision and instruction in a fused state similar to Shu et al. [12] in a more realistic simulator like AI2Thor [13] (see figure 2).

**B. Extracting Reward from the Human Speech**

The robot needs to continuously process human speech to detect implicit interruptions or any change in the instruction. The robot is expected to be able to stop (both soft and emergency) with a minimum latency in an unsafe situation (see figure 4). We developed a reinforcement learning approach to optimize the accuracy and latency concurrently [14].

The model (see figure 3) was consist of recurrent neural network with Gated Recurrent Units [15] which learns a temporal representation from the extracted features of speech. The Emotion classification module ($\theta_c$) used the GRU’s output to determine emotion as angry or neutral. The action selection ($\theta_a$) which is Monte Carlo Policy Gradient (or REINFORCE) [16] decides to either wait for the next speech frame or terminate the processing and read the emotion classification module. We also used the baseline estimation ($\theta_b$) to estimate a baseline reward. Similar to [17], [18], this helps to lower the variance of the gradient signal.

As a result, our model achieved about 50% latency reduction with the same level of accuracy evaluated on the iCub recorded data in our lab. We also improved the robustness of emotion recognition by proposing data augmentation techniques like overlaying background noise [19].

As future work, emotion recognition will be used to filter warnings and to record this experience in the RL’s memory for updating the agent’s policy. We will use a pre-trained model in simulation to focus on learning new safety cases in the real scenario.

**C. Safe Human-Robot Collaboration in Manual Tasks**

Safety becomes more important when humans work with robots collaboratively. For shaping such a collaborative scenario incrementally, as an initial step, we improved the learning of the Deep Deterministic Policy Gradient (DDPG) [20] in a reach-for-grasp task by introducing an adaptive (larger-than-life) augmented target [21]. Later, we used it to train a 2-DOF arm in an interactive scenario to reach multiple target points which improved the learning time by solving the
problem in simulation and deploying it on the robot when it gained enough confidence [22]. In a preliminary experiment (see figure 5), we demonstrated how spoken instructions can be mapped to a spatial representation of the robot’s workspace which can be used as constraints for the path planner [23]. As a next step, we are also interested to learn grasping with verbally described spatial constraints in an end-to-end approach.

III. CONCLUSIONS

In this PhD project, spoken instructions are used in different areas and we focused on the high level action sequences for performing tasks in a domestic scenario. As a next step, we will concentrate on obtaining state representations in real life scenarios. In parallel, we proposed a model to detect angry emotions rapidly, which can be used as an implicit interruption to planning to lead to a safer human-robot interaction. As future work, we will focus on how the robot can learn from experience to immediately avoid the same behavior. We also investigate how teaching the operational space to the robot can be performed intuitively. We plan to extend this to a small kitchen scenario which can bring together all these ways of using spoken instructions/warnings to guide the robot towards safer interaction.
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Learning peripersonal space in a humanoid robot and its application to safe human-robot interaction

Phuong D.H. Nguyen¹, Matej Hoffmann², Ugo Pattacini¹, Giorgio Metta¹

Abstract—The paper presents research to develop the peripersonal space (PPS) representation in robots through a self-supervised learning procedure, which is motivated by the development of perception and motor skills in humans. This representation is constructed by the integration of multisensory data from robots’ sensors (stereo cameras, artificial skin and proprioception), and serves as spatial perception of the space surrounding the robot body. A novel approach is proposed to develop this representation through the design of specific motor activities that will make use of, e.g. motor babbling and reaching-with-avoidance. We will also show how this representation aims to help the robot accomplish motor tasks in complex situations, such as Human-robot Interaction (HRI). Finally, we will describe the accomplishments and future steps to complete the proposed plan.

I. INTRODUCTION

The abilities to adapt and act autonomously in an unstructured and human-oriented environment are necessarily vital for the next generation of robots, which aim to safely cooperate with humans. While this adaptability is natural and feasible for humans, it is still very complex and challenging for robots.

Many neuroscientific findings show that there are multisensory integration processes occurring in humans to represent the space close to the body that is termed peripersonal space (PPS) [1]. The PPS serve as a “safety margin” to facilitate objects manipulation [2], [3] and to ease a variety of human actions such as reaching and locomotion with obstacle avoidance [2], [4]. Notably, this is not the case for the far space away from the human body [5]. Moreover, this spatial representation is incrementally trained and adapted (i.e. expanded, shrunk, enhanced, etc.) through motor activities, as reported in [1], [4], [6], and more.

Those results suggest that by exploiting motor activities in exploratory tasks, agents can on the one hand develop their perception of the space around their bodies, and on the other hand use the spatial representation they have built to improve the quality of their motor skills.

The goal of this research is to construct a PPS representation for the upper body of a humanoid robot by leveraging on the repertoire of its motor actions, and then to use such enhanced spatial perception to finally refine the motor capabilities of the robot, especially in cluttered and dynamic environments. Specifically, the proposed research aims to contribute to the understanding and propose models and implementations pertaining to the following points:

- Mechanisms of development and learning of PPS representation from visual, tactile, and proprioceptive information;
- The interaction of motor skills (such as reaching capabilities) and multimodal perception;
- The utility of new adaptive PPS representations in control settings – in particular planning and reaching with simultaneous obstacle avoidance.

The developed models and algorithms will then be validated on the iCub humanoid robot for human-robot interaction in a cluttered environment.

II. RELATED WORKS

Computational models: Serino et al. [6] and Maggoso et al. [7], [8] analyzed two neural networks to deal with audiotactile and visuo-tactile stimuli, respectively. They both suggest bio-inspired networks for the PPS representation, and then assign the connection weights that model the neuronal plasticity. The models were only tested without a body and only in a simple static scenario, assuming body parts to be still. Moreover, they have not designed a training procedure, except for the tool-use case presented in [8].

Robotics models: Roncone et al. [9] proposed a model to investigate an integrated representation of visual and tactile sensors. The outcome is a visual collision predictor of objects being close to a robot’s body, which is constructed by visuo-tactile contingency. This model can be used for a simple reaching/avoidance controller. However, they rely on a well-structured visual tracker for data collection and a priori knowledge of a robot kinematic model for frame transformation (between different sensory sources) rather than via autonomous learning.

Antonelli et al. [10] and Chinellato et al. [11] adopted radial basis function networks to construct the mapping (forward and inverse transformations) between stereo visual data and proprioceptive data by performing gazing and reaching activities. Their mapping requires markers for feature extraction with known disparity, and is apparently beneficial only for multi-sensory transformation and not as a spatial perception of the body’s surroundings.

On the other hand, Contla [12] focused on the plastic nature of PPS to account for the modification the body undergoes, and on the impact of this plasticity on the confidence levels of reaching activities. The hypothesis is validated only in a simulated environment. Contla’s work
is mainly concerned with the reachable space of the robot, whereas we focus on the PPS as “margin of safety” instead (see Section I).

The above review makes evident that the current research is very little regarded with building a model of the PPS through self-supervised learning as well as its exploitation to enhance the robot motor capabilities.

III. GENERAL APPROACH

To tackle the research questions, we propose a general approach for the project as follows:

- We evaluate and extend the PPS model of Roncone et al. [9] for the Human-robot Interaction (HRI) scenario, where the learned PPS representation serves as a collision predictor against the visually detected obstacles and as an aggregation of physically detected collisions (via tactile sensors). This guarantees the safety for robot’s interaction with environments. Also, a robot control system for interaction scenarios needs designing with a master motion planner and a controller;
- We introduce a modulation of the PPS representation for adaptive robot behavior. The modulation can result in expanding or shrinking the “safety margin” depending on the properties of the relevant objects in the scene (e.g., fragile, threatening) or on the social context of the interaction. As a result, the robot will be able to interact with human partners in a shared workspace according to different internal states (e.g., relaxed vs. stressed);
- We finally propose a novel PPS model utilizing a neural network to integrate multi-sensory information from the stereo-vision, distributed skin and proprioception, which aims to seamlessly substitute the model of Roncone et al. in HRI architecture. The main purpose of the alternative model is to overcome the limitations of the available one (i.e. based on a priori robot’s kinematic model, using visual tracker), and to enable the autonomous action-based learning procedure.

IV. EXPERIMENTS & RESULTS

In this section, we briefly describe our accomplishments in realizing the final aim of the project.

A. Motion planning algorithm for robotic manipulators in dynamic environment

In [13], we present a fast heuristic motion planning algorithm designed for a humanoid robot that employs the sampling-based RRT* algorithm directly in the Cartesian space and in a hierarchical fashion: (i) a collision-free path is planned for the end-effector; (ii) corresponding collision-free points for every via-point are searched for the robot elbow. The method is then validated in diverse scenarios, comprising batch run-time measurements, tests for asymptotic optimality and benchmarks against state-of-the-art.

The results demonstrate that our solution delivers real-time performance (generates path plans in a fraction of second on a standard PC) in the vast majority of cases in a significantly cluttered environment. Second, the results suggest that asymptotic optimality of the plans is preserved even for the additional control points. Third, a comparison with state-of-the-art algorithms on the same scenario shows that solutions cannot be found in reasonable time (less than 10s) when using other algorithms.

This method was applied to the iCub in real settings in the frame of the EU Project WYSIWYD 1 where our method guaranteed collision-free for robots’ motion in a table top scenario.

B. Compact real-time avoidance of a humanoid robot for Human-robot Interaction

Taking inspiration from PPS representations in humans, we present a framework on the iCub humanoid that dynamically maintains such a protective safety zone, composed of the following main elements: (i) a visual human 2D keypoints estimation pipeline employing a deep learning based algorithm, extended into 3D using disparity; (ii) a distributed adaptive PPS representation around the robot’s body parts, augmented from [9]; (iii) a visually reactive controller that incorporates all obstacles entering the robot’s safety zone on the fly into the task (see [14]). The proposed solution is flexible and versatile since the safety zone around individual robot and human body parts can be selectively modulated (e.g. stronger avoidance of the human head compared to rest of the body). Our system works in real time and is self-contained, with no external sensory equipment and use of onboard cameras only.

Pilot experiments in physical HRI scenario, i.e. reaching static target or following a trajectory with human experimenter interfering, demonstrate that an effective safety margin between the robot’s and the human’s body parts is kept during interaction.

C. Merging physical and social interaction for effective human-robot collaboration

We extended the work in [14] by designing a complete system in [15] (shown in Fig. 1) that merges elements of physical and social HRI, namely:

- A compact human-centered visual perception system for humanoid robots, which can detect human pose, and also recognize and track humans’ manipulating objects;
- A simple symbolic “storage” of humans, objects, tools information to support social interaction, which contains the knowledge representations converted from perceived sensory representations of an environment;
- A visuo-tactile reactive controller that exploits the stereo-vision and the artificial skin of the iCub to allow the robot to safely react in both pre- and post-collision phases corresponding to visual and tactile stimuli respectively.

Through two interaction experiments (i.e. human-robot and robot-human object hand-over), we show that the complete system works in real-time controlling the robot’s activities while guaranteeing safety for the human experimenter.

1wysiwyd.upf.edu
Fig. 1. Overview of the overall system comprising perception (right side) and action (left side) pathways.

The proposed visual perception system was also utilized to replace the wearable sensory suit for human tracking task in an ergonomic and reconfigurable Human-robot Collaboration [16]. The comparison results of tracking experiment (between our vision system and the wearable suit) prove the effectiveness and feasibility of our replacement for industrial application.

D. Learning visuomotor mapping in simulation and transferring to real world for robotics manipulation tasks

Recently, we design a framework to learn the visuomotor mapping in a single step [17] rather than considering the two problems (i.e. robot’s kinematic modeling and visual-based pose estimation) independently and finding an offset mapping subsequently as in classical approach [18]. More specifically, we suggest to learn the mapping from an imprecise model in simulation using two components (as shown in Fig. 2): (i) A deep neural network (DNN) estimates the arm’s joint configuration given images captured with the two eyes of the simulated robot and the corresponding head configuration. (ii) An image-to-image translation method bridges the domain gap to allow application of the DNN in the real world, since the image statistics between simulation and real world differ significantly.

In various experiments, we first show that the visuomotor predictor provides accurate joint estimates of the iCub’s hand in simulation, and also can be used to obtain the systematic error of the robot’s joint measurements on the physical iCub robot. We demonstrate that a calibrator can be designed to automatically compensate this error, and then validate that this enables accurate reaching of objects while circumventing manual fine-calibration of the robot.

V. CONCLUSIONS & FUTURE WORKS

In this paper, we have proposed a bio-inspired approach (i.e. learning via motor activities) to integrate the multisensory information (i.e. visual, tactile and proprioceptive) forming the spatial perception of surroundings for humanoid robots—peripersonal space representation, and to develop the sensorimotor competences from that enhanced perception. In addition, we have presented our achievements that consists in the design and realization of a Multiple Cartesian point motion planning algorithm, Visuo-tactile control system for HRI and Visuomotor learning framework, which were all successfully published ([13], [14], [17], [19], [20]) or submitted ([15], [16]).

The successive step will be concerned with extending the visuomotor mapping model [17] to additionally incorporate the tactile input. An action based learning process will also rely on our proposed motor babbling method [17], extended such that it can deal with a cluttered environment with randomly allocated obstacles. The simulation environment will be mainly exploited for data collection due to the safety, while domain adaptation methods like domain randomization, image-to-image translation will be used for bridging the reality gap. The resulting model will be used to estimate the spatial and temporal information of possible collisions of the robot’s arm with visually detected objects, such that robot’s collision-free motion planning can be generated. An advantage of the proposed method is that visual stimuli can be mapped directly into joint space in real-time, where well-established motion planning techniques such as Rapidly exploring Random Trees (RRT*) and Probabilistic RoadMap (PRM*) [21] can be applied.
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Learning robust task priorities of optimization-based whole-body torque-controllers

Marie Charbonneau\textsuperscript{1,2}, Valerio Modugno\textsuperscript{2,3}, Francesco Nori\textsuperscript{4}, Giuseppe Oriolo\textsuperscript{3}, Daniele Pucci\textsuperscript{1} and Serena Ivaldi\textsuperscript{2}

Abstract—The ability for a humanoid robot to safely evolve within a human environment is currently an important topic of research. Generating robust whole-body movements is still an open challenge, especially in contexts where a robot may physically interact with people and objects. Generating complex whole-body movements for humanoid robots is now most often achieved with the use of multi-task whole-body controllers based on optimization or quadratic programming. To perform on a real robot, however, such controllers often require a human expert to tune or optimize the many parameters of the controller related to the tasks and to the specific robot. This problem can be tackled by automatically optimizing some parameters such as task priorities or task trajectories, while ensuring constraints satisfaction, through simulation. This approach however does not guarantee that the optimized parameters in simulation will be optimal also for the real robot. As a solution to help bridge this reality gap, the present paper focuses on optimizing task priorities in a robust way by looking for solutions which achieve desired tasks under a variety of conditions and perturbations. This approach, which can be referred to as domain randomization, can greatly facilitate the transfer of optimized solutions from simulation to a real robot. The proposed method is demonstrated using the humanoid robot iCub for a whole-body stepping task.

I. INTRODUCTION

Applications involving humanoid robots have the potential to bring significant benefits to society. Nevertheless, the design of controllers for humanoid platforms is highly challenging, especially when robots are expected to physically interact with people or the environment.

A promising approach is to use whole-body torque-control methods, which decompose a desired complex behavior into several simple tasks, typically framed as a stack-of-tasks [1]. Such a framework requires the tasks to be hierarchized, either in a strict or a soft way. In strict prioritization strategies, a fixed task hierarchy is ensured by geometrical conditions (e.g. null space task projector) or by the use of optimization constraints [2]. [3]. Conversely, soft task prioritization can be achieved by assigning each task a weight defining its relative importance [4]. However, in the case of complex problems, such as whole-body motion of a humanoid robot, the design and proper tuning of task priorities may not always be evident, making it tedious and time consuming.

A recent line of research seeks to tackle the issue of automatically learning whole-body task priorities [5], [6]. Since learning algorithms need a considerable number of iterations and use a random exploration which could harm hardware, they are usually applied in simulation. However, inherent differences between simulated and real robots can render an optimal solution untransferrable from one to the other. Closing this reality gap is the central focus of recent works in robotics [7] and related fields. One approach, Domain Randomization (DR) [8], consists in randomizing some aspects of the simulation to enrich the range of possible environments experienced by the learner. For example in [9], control policies are learned in simulation, given random friction and control delays, and results showed that the learned policies were also effective on the real robot. As a result, it appears that looking for solutions which are robust, in opposition to optimal, may allow to bridge the reality gap.

This work proposes a method to learn robust task priorities which achieve compliant and stable whole-body motions, while allowing to facilitate the transfer of results from simulation to reality by taking advantage of the DR approach. The effectiveness of the proposed method is demonstrated by optimizing parameters in simulation, and showing that it is possible to overcome issues stemming from large differences between the learning domain and the testing domain.

II. METHODS

The method proposed for learning robust task priorities relies on two main parts: (i) an optimization-based whole-body torque-controller which tracks desired task trajectories
and sends joint torque commands to the robot, and (ii) an optimization method as described in [10], which poses no restrictions on the structure of the learning problem. Task priorities are then optimized at the end of an experiment (i.e., execution of a footstep): the fitness of the obtained trajectories is evaluated, allowing to update the task weights.

The controller assumes the modelling of the robot as described in [3], and the control input $u$ to be composed of joint torques $\tau$ and contact forces $F_C$. A stack of tasks is defined with the objectives to stabilize the center of mass position $X_{CoM}$, stance and swing feet pose $X_{stance}$ and $X_{swing}$, neck orientation $X_{neck}$, joint positions $s$, as well as to minimize joint torques $\tau$. The torque-controller used in this paper was developed in previous works, and described in [11]. Here, the controller is used with the following optimization problem using soft task priorities:

$$u^* = \arg\min_u \frac{1}{2} \text{cost} \quad \text{(1a)}$$

subject to $Cu \leq b \quad \text{(1b)}$

where the constraint (1b) ensures that the contact forces remain within the associated friction cones. The cost function (1a) is computed as the weighted sum of all task objectives:

$$\text{cost} = \sum_T w_T \left| \ddot{X}_T(u) \right|^2 + w_s |\dddot{s}(u)|^2 + w_r |\tau(u)|^2 \quad \text{(2)}$$

$\ddot{X}_T(u)$ and $w_T$ are acceleration errors and weights associated to each Cartesian task $T$ (CoM, stance, swing and neck), while $w_s$, $w_r$ are the weights of the postural task and joint torque regularization.

### III. Experiments

A series of experiments were performed in order to validate empirically the hypothesis that the method described above is capable of optimizing task priorities, in such a way as to (i) allow the generation of robust whole-body motions, even when contacts due to physical interaction with the environment evolve in time and (ii) be able cope with imperfections in the robot model, disturbances, and noise.

Experiments were conducted in simulation using the open-source robot simulator Gazebo. They were performed with the iCub robot, using 23 DOF on legs, arms and torso, for whole-body torque control. The design of iCub has evolved over the years, which has a significant impact on the inertial properties of the robots. For instance, some models of iCub have tethered power supply, while others have battery packs installed on the back of the torso. This gives us a chance to test our method on different robot models.

The controller described in [11] was developed in Matlab/Simulink, allowing to control the motion of either a simulated or a real robot. It is applied here to the problem of performing a step, i.e. lifting the foot off the ground and placing it back on the ground.

The experimental procedure was divided into two main parts: (i) training task priorities with a first model of iCub, and (ii) validating the obtained task priorities with a different model of iCub.

#### 1) Training with a first iCub model:

First, task priorities were optimized on a simulated tethered iCub model, as shown in the left part of fig. 1 performing a whole-body movement (one step). The fitness function $\phi_{pr}$ was evaluated in 10 separate learning experiments, in order to optimize task priorities.

$$\phi_{pr} = \frac{1}{2} (\phi_p + \phi_r) \quad \text{(3a)}$$

$$\phi_p = -\frac{1}{P_{ZMP} \tau_{max}} \sum_{t=0}^{t_{end}} \left| P_{ZMP} - O_{SP} \right|^2 \quad \text{(3b)}$$

$$\phi_r = -\frac{1}{X_{T_{max}} \tau_{max}} \sum_{t=0}^{t_{end}} \left| \ddot{X}_T \right|^2 - \frac{0.0001}{\tau_{max}} \sum_{t=0}^{t_{end}} |\tau|^2 \quad \text{(3c)}$$

This particular fitness function, $\phi_{pr}$, favors robust solutions with $\phi_p$ by encouraging smaller excursions of the ZMP position $P_{ZMP}$ with respect to the center of the support polygon $O_{SP}$. On the other hand, the term $\phi_r$ seeks to maximize performance on the Cartesian tasks with a minimal effort. In these equations, $X_{T_{max}}$, $\tau_{max}$ and $P_{ZMP_{max}}$ are normalization factors. In case the robot was unable to accomplish a full step, a penalty of $-1.5$ is added to $\phi_{pr}$.

In addition, the robot was subjected to random sets of conditions during training, in order to achieve robustness through DR. For each learning iteration, the following conditions were randomized: Gaussian noise on input F/T sensor signals, swing foot, motion of the swing foot, displacement of the CoM, and a random number of random external wrenches applied to the chest. The external wrenches not only served to increase the robustness of the controller, but also to promote the soft behavior of the robot in case of physical interaction with people, while still keeping balance.

Having been verified to allow the first iCub model to successfully perform the desired stepping motion, the following hand-tuned task priorities were used as a starting point for the optimization:

$$w_{CoM} = 1 \quad \text{(4a)}$$

$$w_{stance} = 1 \quad \text{(4b)}$$

$$w_{swing} = 1 \quad \text{(4c)}$$

$$w_{neck} = 0.1 \quad \text{(4d)}$$

$$w_s = 0.001 \quad \text{(4e)}$$

$$w_r = 0.0001 \quad \text{(4f)}$$

Then, optimized task priorities were obtained by performing 200 learning iterations with applied to the control framework, with an exploration rate of 0.1. The optimization procedure was repeated for 10 separate trainings, allowing to verify the consistency of the method.

#### 2) Testing with a second iCub model:

In order to validate the robustness achieved with the optimized task priorities, while attempting to replicate conditions similar to performing experiments on the real robot, each one of the resulting 10 sets of optimized task priorities was tested on an iCub model with a battery pack on the back, as shown in the middle part of fig. 1. The robot was made to perform a sequence
TABLE I: Optimized task priorities: mean and standard deviation obtained from 10 different training experiments

<table>
<thead>
<tr>
<th>weight</th>
<th>mean</th>
<th>std deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>w_{CoM}</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>w_{stance}</td>
<td>0.9</td>
<td>1.3</td>
</tr>
<tr>
<td>w_{swinging}</td>
<td>2.4</td>
<td>1.1</td>
</tr>
<tr>
<td>w_{neck}</td>
<td>0.6</td>
<td>1.2</td>
</tr>
<tr>
<td>w_{x}</td>
<td>1e−6</td>
<td>0.0</td>
</tr>
<tr>
<td>w_{y}</td>
<td>1e−10</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Fig. 2: Typical CoM and feet trajectories for 6 strides performed with the second iCub model. Each color denotes the use of a different set of optimized weights. The x, y and z axes correspond to the sagittal, frontal and vertical axes.

of whole-body movements (6 steps), under different noise conditions as those used for training. It was subjected to external wrenches on the chest, as well as Gaussian noise on the F/T sensor and joint velocity measurements.

IV. RESULTS

The mean and standard deviation of the optimized task priorities, as obtained with the experiments explained above, are shown in Table I.

These task priorities, when used with the controller described in Sec. II, allowed the first robot to perform one step, under the conditions used for training. They also successfully allowed the second robot model to perform 6 steps, under the noise conditions mentioned previously, with a success rate of 100%. In comparison, the starting task weights defined in Sec. II did not prove to be successful, showing that the optimized weights did improve the effectiveness of the controller.

The CoM and feet trajectories achieved with the optimized task priorities on the second robot model, illustrated in Fig. 2, show convergence of the robot motion. These results demonstrate that the optimized weights allow for a higher robustness of the controller.

V. DISCUSSION AND CONCLUSIONS

As for the postural task, its low priority allows it to be used as regularization (just as joint torques), instead of competing with Cartesian tasks.

Such a solution is interesting, as it may not have been a priori self-evident to an expert defining task priorities. Furthermore, the ranges over which sets of optimized weights were obtained show that although task priorities require proper tuning, the controller is not highly sensitive to a precise adjustment of task weights.

Finally, the proposed method has shown to achieve compliant and stable behaviors with a robot model different than the one used for learning, and subjected to diverse working conditions. The robustness achieved in this way is promising and could allow higher success when passing from simulation to real-world experiments. Upcoming work shall provide a more extensive analysis of the method, comparing results obtained with different fitness functions, as well as with and without domain randomization, in order to assess the contribution of fitness parameters and DR to the success of the method. Our approach shall also be tested with experiments on the real robot.
Abstract—In this paper, we present an environment reconstruction system to generate an indoor 3D map for mobile robots. Using an RGB-D sensor, the robot doesn't need the initial odometry. Furthermore, the system can be used for reconstruction of a 3D environment model by manually. We optimize our approach to reach 10Hz for the front-end and 1Hz for the back-end to fulfill the applications for the mobile robot. Our final goal is to develop the 3D SLAM systems which combine the Region Based Convolution Neural Network (MASK R-CNN) for creating a 2D semantic image and a 3D semantic map. The experimental results demonstrate some preliminary results for 3D reconstruction with an RGB-D camera for creating the point cloud map and the OctoMap for the mobile robot (Care-O-bot 4) in an indoor environment.

I. INTRODUCTION

To explore an unknown indoor environment, a mobile robot needs to create a map and localize itself in the map simultaneously. This procedure, called simultaneous localization and mapping (SLAM), is challenging and difficult to deal with visual SLAM. The major challenge with visual SLAM is due to the uncertainty of measurements, varying light conditions, and noise from the sensor. The camera can be described the estimated poses of the robot from RGB-D data can create a 3D model of an indoor environment at the same time.

Mobile robots typically use wide range sensors such as 2D laser scanners for measuring the indoor environment with very high accuracy. The state-of-the-art laser-based SLAM (simultaneous localization and mapping) are known as [1] [2]. To estimate of a camera on the robot motion is known as visual odometry[3].

In this paper, we present an approach with the small improvement to build a 3D map and localize in the map simultaneously based on RGB-D data illustrated in Fig. 2. The 3D environment reconstruction system can be slipped into 3 parts, Front-End, Back-End, and mapping.

In the Front-End part, it can be divided into three subfunction, which includes feature extraction, feature matching and pose estimation. The features from RGB images around the corner and edge can be extracted. Once we collect all features, it can be applied these features key-points for matching with the pervious image. In our approach, we selected the Oriented FAST and Rotated BRIEF (ORB) feature extraction. Based on the features matching results, we can estimate the 3D poses of the any two corresponding frames using Efficient Perspective-n-Point (EPnP) [8]. Therefore, the robot is evaluated the transformation of each frames based these correspondences.

As we mentioned the major problem in previous section, it will be accumulated the estimation error and cause the accumulating drift problem. In order to resolve this problem, we need to optimize the pose estimates between frames. In the Back-End part, the approach is applied General Graph Optimization (g2o) library which is open source framework for optimizing nonlinear error functions [14] to reduce the accumulating drift ,and the approach is applied loop closure for detecting the previous scene to provide optimizing loop[12]. For the mapping part, the point cloud map (PCL) and OctoMap[13] are utilized to express the 3D environment reconstruction. The preliminary results for 3D reconstruction are presented in Section IV. Finally, we conclude with some future works in Section V.

II. RELATED WORK

A classical approach to visual SLAM, the Mono SLAM is the first real-time monocular visual SLAM system proposed by A.J. Davison [4]. MonoSLAM is using EKF filter as backend and using sparse feature extraction as frontend.

The Parallel Tracking and Mapping (PTAM) is proposed by Klein [5]. It achieves not only the tracking and mapping parallel, but it also introduces the nonlinear optimization instead of traditional optimization such as EKF filter or particle filter. After PTAM, many kinds of research in the field of visual SLAM are using nonlinear optimization as a backend.
The class of algorithms known as iterative closest point (ICP) [10], minimize the distance between two sets of point cloud, which can be generated from two raw scans. The ICP is applicable when we have in good initial guess, otherwise it is likely to be stuck into a local minimum.

ORB-SLAM [6] is known as backend and inherited from PTAM. Comparing with PTAM, there are several advantages for visual SLAM. It supports three types consisting of RGB-D cameras, stereo camera and Monocular camera. Instead of using Scale-invariant feature transform (SIFT) or speeded-up robust features (SURF) feature extraction, the frontend of ORB-SLAM is using ORB feature extraction. It could reduce the computation time and also improve consistency with rotation and zooming. It also uses loop closure to decrease the accumulating error from pose estimation.

III. 3D RECONSTRUCTION

The approach of 3D visual SLAM system consists of third main part, Front-End, Back-End, and mapping. The system architecture is illustrated in Fig. 2.

A. Front-End

Our implementation of the front-end consists of the third parts, feature extraction, feature matching and pose estimation. We are mainly using functions from OpenCV [7]. First, we extract ORB features which based on the FAST detector and the BRIEF descriptor proposed by Rublee et al [9], which can be determined landmarks by extracting descriptor vector from RGB image. Once we have the descriptors, feature matching will become a very critical port. Generally, it solves the data association for the landmarks by providing a measure for similarity in visual SLAM system. To match a pair of descriptors, we use Fast Library for Approximate Nearest Neighbors (FLANN) method [7] in case of large of matching point, it takes lower computation time than using brute-force matcher [7].

After we have feature matching results, we can utilize the widely known Random Sample Consensus (RANSAC) [8] for estimating ego-motion. Generally, the model is evaluated by measuring the error for each pose. Consequently, this separates the dataset into two subsets. The inliers can be fitting to the model and the outliers should be ignored. We also propose to use the keyframe to express the most representative frame for Back-End, loop closure, and mapping.

B. Back-End

The estimated ego-motion from front-end comes with an accumulating drift. The back-end of the SLAM system is dealing with the noise problem.

To minimize the error, the graph optimization bases on constraints between the nodes. We introduce the loop closure detection without making an assumption on the path. It is possible to check if the current frame matches with previous ones. The observation of a common point is seen in the past. It can trigger the new link between two poses that were separated. Once the graph has been initialized with the poses and the constraints from the loop closures, it can trigger the optimization. To resolve bundle adjustment, the VSLAM can be defined as a least squares optimization of an error function, and can be described by a graph model. We use g2o which is an open-source library for the optimization process and to minimize the error. This is the method chosen to solve the graph problem.

C. Mapping

At the end of 3D environment reconstruction, the overall map can be built from the sequence of data. We exploit two methods to represent the map, one is the 3D point cloud map, and other is the OctoMap which can be used to overcome the limitations of point cloud representation with reduced memory resource.
We use the octree-based framework Octomap in an efficient tree structure that requires less memory consumption than PCL map, but the resolution of Map will also decrease. The figure illustrates how the RGB data and depth information can be used to compute the sequence of 3D transformations, and estimation of the robot poses. Subsequently, the system can be created both the Point-Cloud Map and OctoMap.

IV. RESULTS

In this section, we show the preliminary experiential results illustrated in Fig.3. The data stream acquired from an RGB-D camera. Our approach computes the 6 DoF robot poses including trajectory and orientation and conduct a 3D map. The 3D reconstruction for indoor environment uses the Care-O-bot 4. The input data consisting of RGB and depth information for our approach is captured from an Asus Xtion camera, which is mounted on the robot. The map obtained from office and lab at Fraunhofer IPA. The preliminary results are running on XMG notebook with Intel Core i7-6820 4-cores. All software packages were developed using ROS indigo with Ubuntu 14.04, and OpenCV 2.

Fig 3(a) shows the result after graph optimization tracking created by point-cloud map with loop-closure. Thought the results are satisfying for small drift. Fig 3(b) shows the 3D Octomap after post-processing. The Octomap is valuable for exploration and robot navigation tasks.

V. CONCLUSION AND FUTURE WORKS

In this paper, we presented an approach for dealing with 3D environment reconstruction for mobile robot applications. We use a feature-based 3D SLAM approach with graph optimization to achieve the 3D reconstruction of an indoor environment. In the future, we are planning to combine the region based convolution neural network (MASK R-CNN) [11] for creating 2D semantic images and 3D semantic point cloud maps. The maps are allowed to provide more information for interacting with the indoor environment. Further results and experiments will be also integrated and tested with Care-O-bot 4.
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Design of a robotic finger combining a linkage-based design and the push-pull cable technology*

Alexis Billier

Abstract—This paper will study the architecture of two robotic fingers. Both of these architectures consist of a linkage-based approach. The first architecture inspired by the work of the University of Laval consists of a three phalanges finger with 3 Degrees of Freedom (DoF) actuated by one motor. The second one is inspired by the results of DeTop, a research project funded by H2020, consists of two phalanges and two DoF, the last two phalanges, Intermediate and Distal are fused in one unique phalanx.

I. INTRODUCTION

The development of Human-Robotic Interaction (HRI) shall pass by the development of robots that guarantee the safe behavior in physical interaction with humans and the external environment. These robots need to adapt to an open dynamic environment, to help and interact with humans workers, and to manipulate human designed tools. To achieve these objectives, the hands play an important role. They are the frontier between the robot and the external environment. As humans adapted the tools, the daily objects, to their hands, the easiest solution for using these objects is to mimic the human hand. Moreover, for a robot in direct contact with humans, the human-like aspect and behavior are required, to gain the trust and the approval of the humans as Siciliano explained[1].

A human finger is articulated by different tendons and muscles, as described by Schwarz[2], the tendons, usually, one for extension and one for the flexion, are connected to muscles to actuate the finger. In humanoids hand, this architecture is often an inspiration, especially in the cable-driven approach, for example, the hand of ICub[3]. The cables are replacing the tendons and the motors are replacing the muscles. The main problems are the space required and the number of actuators used to move the fingers. Another architecture mainly utilized is the link bar approach such as the DLR/HIT Hand II[4]. This architecture has the advantage to be more robust than the tendon driven architecture.

This paper proposes to combine both of these architectures. The finger consists in a bar linkage, but it is actuated by a cable. Another particularity is that a push/pull cable drives the finger.

To achieve these objectives two architectures will be studied, the first one inspired by the work of Laval [5] consists in a 3 DoF finger, the second one inspired by the work of DeTop, the SSSA-MyHand [6], consists of a 2 DoF cross-bar mechanism.

II. APPROACH

This section details the main objectives that should be fulfilled by the finger. The main one is to mimic the aspect of a human hand; the second is to be robust and safe for the HRI.

A. Hand anatomy

To achieve the first objective, it is important to study the anatomy of a human finger. It is composed of four bones:

- The distal phalanx
- The medial phalanx
- The proximal phalanx
- One additional bone is located in the palm: The metacarpal bone

The muscles that action the fingers are located in the forearm, and they can move the fingers thank the tendons. There are three tendons that move the fingers:

- Deep and superficial flexor tendons
- Extensor tendon

Figure 1 shows the anatomy of a human finger. The architecture is inspired by it. Both architectures mimic this schema. However, in the second architecture, the two last bones of the finger, the medial and the distal phalanx, are fused in one.

---
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B. bar mechanism

For the finger architecture, the approach is to use a bar mechanism architecture. The main advantage of this method is the stiff transmission, thus the control of the finger is more precise. Usually, the motor that drives the finger is located in the palm of the hand, such as the DLR/HIT Hand II[4]. This configuration increases the weight of the hand, and, A.De Santis and al.[7] advises to limit the weight in moving member to increase the safety.

One solution is to keep this bar mechanism, but move the motor outside the palm, in the forearm; the advantage of the bar mechanism is conserved and the weight of the motor will be displaced in the forearm, increasing the safety.

C. push/pull cable

As the motors are located in the forearm, the movement must be transferred to the fingers. The chosen solution is to use a push/pull cable. In this way, only one motor and only one cable are used for both the extension and the flexion of one finger. The problem is the flexibility of the cable during the push phase. To limit it, the cable shall pass through a sheath.

The full design of the hand and palm, including the connection between the forearm and the finger, is under progress. The final design has not yet be chosen. However, a study was conducted about the configuration of two type of mechanisms bar for the finger: The Laval architecture and the Detop architecture.

III. Laval Architecture

A. Concept

The Laval hand [8] consists in a 4-phalanges finger, and three DoF. Figure 2 shows this architecture.

As explained by T.Laliberté and C.M. Gosselin in [9] the first parameters to choose are the lengths of the different phalanges, these lengths are chosen according to the existent lengths of the ICub conception, i.e. \( l = 25.9\text{mm}; k = 22\text{mm}; j = 19\text{mm} \). Then the lengths of \( c_i \) are selected as the minimum possible, in our case \( c_1 = 5\text{mm} \). Then a ratio is selected: \( R_i = a_i/c_i = 1.5 \).

So \( a_i = 7.5\text{mm} \). Another computation gives the lengths \( b_1 = 25.78\text{mm}; b_2 = 21\text{mm} \).

The finger is actuated thanks to a crank system. The final architecture can be seen in figure 3.

The part number one is the metacarpal phalanx, the number two is the proximal, the number three is the medial, the number four is the distal, and the number five is the crank system.

B. Component

The main actuation components of the finger are made of bronze. This material allows a frictionless joint without using bearings. It gives the advantage of using smaller pins, thus allowing more space for the sensor. These metallic parts are covered by a 3D printed cover to give the shape of the finger. In the future, a tactile skin will cover the whole finger.

For the experiment, the actual prototype is actuated manually. The finger is attached to the palm and the cable will go through a sheath to be moved at the end. The cable is 1.5 mm diameter and the sheath is 1.8 mm diameter, this allows the movement of the cable through the sheath, and in the same time, it also limits the fold of the cable.

C. Experiment

As the prototype is not yet built, there is no physical experimentation. However, some digital simulations showed that the displacement of the cable between a full closure and a full opening is 26.8 mm. One of the main problems is the independence of the link in
the finger. The only way to know the exact position of each link is to implement sensors in the finger. A type of sensors that can be used is magnetic sensors.

IV. DeTop Architecture

A. Concept

This finger consists of three phalanges and two DoF finger. Contrary to the previous architecture, the last two phalanges, middle and distal, are fused in one. Figure 4 shows this architecture.

The lengths of the phalanges are the same. One of the objectives of this finger was to make the pivot axis as close as possible to the internal surface of the finger. In this way, the contact surface varies less during closure and opening and thus permits the pose of a tactile skin.

For actuation, a crank system is also used. The final architecture can be seen in figure 5. The part number one is the metacarpal phalanx, the number two is proximal, the number three is the medial and distal, and the number four is the crank system.

B. Component

The main components are 3D printed for fast prototyping. Except the yellow part is in bronze. There is no need of sensor as the movements of the phalanges are linked. There is a relationship between the two joints, and the knowledge of the position of the crank gives the exact position of the finger.

As previously the actuation is done manually and uses the same system of cable and sheath.

C. Experiment

As the prototype is not ready yet, there is an only digital simulation of the finger. Yet it showed some relationship between the two main angles $\alpha_1$ and $\alpha_2$.

The displacement of the cable between closure and opening is only 6mm.

V. Future Work

In the future, some investigation will be done with both prototypes. One experimentation will be the force and the friction to move the finger. Another works need to be done is all the actuation and implantation of the hand. As the motor gives more power during the pull phase than the push phase and now the pull phase serves to open, the movement should be inverted as more force is required during the closure.

VI. Conclusions

This paper was an introduction to two different design of a linkage-based finger. The combination of the push/pull cable and the linkage-based mechanism is newly utilized. Future investigations are needed to develop it.

The Laval architecture has the advantage to be more realistic with 3 DoF. However, it needs sensors to know the exact position of the finger. The DeTop architecture is simpler and has the advantage to have a displacement of the cable four time smaller.
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Toward Imagination-assisted Deep Reinforcement Learning for Human-robot Interaction

Mohammad Thabet$^{1}$, Massimiliano Patacchiola$^{2}$, and Angelo Cangelosi$^{1}$

Abstract—Deep reinforcement learning has proven to be a great success in allowing agents to learn complex tasks. However, its application to actual robots can be prohibitively expensive. Furthermore, the unpredictability of human behavior in human-robot interaction (HRI) tasks can hinder convergence to a good policy. This paper proposes an architecture that allows agents to learn models of stochastic environments and use them to accelerate learning. The models can be used to generate imaginary rollouts that can supplement or even replace real interactions. We demonstrate our architecture on a simulated HRI task in which an agent has to respond to random human orders.

I. INTRODUCTION

Deep reinforcement learning (RL) has been applied successfully to a variety of problems recently such as playing Atari games at super-human level [1], and for robot control [2]. However, Applying RL methods to real robots can be extremely costly, since acquiring thousands of episodes of interactions with the environment often requires a lot of time, and can lead to physical damage. Furthermore, in human-robot interaction (HRI) scenarios, human actions can be unpredictable, which can significantly impede convergence to a good policy.

One way of alleviating these problems is to have the agent learn a model of the environment, and use this model to generate synthetic interaction data that can be used in conjunction with real data to train the agent. If such a model is stochastic in nature, then the unpredictability in state changes can be taken into account, thus allowing more natural interaction with humans. Much like how people learn, an agent with a model of its environment can generate imaginary scenarios that can be used to help optimize its performance. This approach has garnered much attention in the field recently, and is sometimes referred to as endowing agents with imagination [3], [4], [5].

In this paper we propose an architecture that allows an agent to learn a stochastic model of the environment and use it to learn optimal policies in RL problems. The work most similar to our own is that by Ha and Schmidhuber [5], in which they build models of computer game environments and use them to train agents to play. By contrast, we apply similar techniques on actual HRI scenarios. We demonstrate the feasibility of our architecture on a simulated HRI task in which the agent has to respond to random orders from a human.

II. METHODS

Our proposed architecture consists of three parts: the vision module (V) that produces abstract representations of input images, the environment model (M) which generates imaginary rollouts, and the controller (C) that learns to map states into actions. We assume that the environment is Markovian and is fully represented at any given time by the input image. Figure 1 shows an overview of the architecture.

V comprises the encoder part of a variational auto-encoder (VAE) [6], and is responsible for mapping the high-dimensional input images into low-dimensional state representations. All further processing of the input images are made in this low-dimensional latent space, which is generally computationally less expensive. The reason for using a VAE instead of a vanilla auto-encoder is that the VAE maps input images into a continuous region in the latent space. This makes the environment model more robust and ensures that its output is always meaningful and can be mapped back into realistic images.

M is responsible for generating synthetic transitions, and predicts future states $z_{t+1}$ and the reward $r_t$ based on current states $z_t$ and input actions $a_t$, it is implemented as a mixture density network (MDN) [7], and learns the conditional probability distribution of the next state $P(z_{t+1}|z_t, a_t)$. The advantage of using an MDN is that it is possible to learn a model of stochastic environments, in which an action taken in a given state can lead to multiple next states. This is especially useful for use in HRI tasks, in which the human response to actions taken by the robot cannot be expected with certainty. The MDN is complemented by a separate model called the r-model that learns the reward for each state-action pair. This model is implemented as a feed-forward neural network. To generate imaginary rollouts, M can be trained on both real and imaginary transitions.
seeded with an initial state from V, and then run in closed loop where its output is fed back into its input along with the selected action.

Lastly, C is responsible for selecting the appropriate action in a given state. It is implemented as a simple Q-network, and learns to estimate the action values for states.

III. EXPERIMENT

To demonstrate the viability of our proposed architecture, we designed a simulated HRI experiment in which the agent learns to pick and place objects as instructed by its human partner. In the experiment, the human starts by pointing at any one of three objects placed on a table, which the agent picks up. The human can then either point at another object at random, at which point the agent has to place the object it currently holds back on the table and pick the new one, or they can request a handover.

The task is formulated as an RL problem in which the agent can choose from 4 discrete actions at any given time: pick/place objects 1, 2, or 3, and perform a handover. The agent gets a reward of +1 for correctly picking up an object, 0 for putting an object back, +5 for correctly handing over, or -5 for choosing an incorrect action. An episode terminates if either a handover is correctly performed, or the agent chooses an incorrect action. The images used in the simulation were taken using the iCub robot.

To train the system, first we trained the VAE on a set of images that includes examples of all possible states the agent might encounter (i.e. different combinations of object places and gestures). The images were scaled down to a manageable 64 × 64 resolution and compressed into 4 dimensions in the VAE. Afterwards, we trained the controller using the standard Q-learning technique for 1000 episodes, where the states were given by the 4-dimensional output of the encoder part of the VAE. Concurrently, the environment model was trained on transition data collected during these episodes. The MDN model had 48 Gaussian components and was trained for 4 epochs for each episode. The controller converged to an optimal policy after around 500 episodes of training.

To test the environment model, we trained another controller entirely on imaginary data generated by the environment model. It was trained for 1000 episodes and with the same architecture and parameters as the original. During 10 test runs, each with 100 episodes of interaction with the real environment, the controller successfully completed 78% of the episodes on average, compared to the 100% success rate of the original controller. This drop in performance is expected since the environment model is imperfect. Figure 2 shows visualizations of the states imagined by the environment model during one imaginary rollout. The images were created by mapping the output of the model to images using the decoder part of the VAE. It is important here to note that, except for the first image that seeds the model, none of these images are real; they are entirely imagined by the model. They represent what the model thinks is going to happen next given a certain state-action pair. Furthermore, each imaginary rollout results in a different scenario, which reflects the stochastic nature of the environment.

IV. CONCLUSION

In this paper we presented an architecture that allows an agent to learn a model of stochastic environments in an RL setting. This allows the agent to significantly reduce the amount of interactions it needs to make with the actual environment. This is especially useful for tasks involving real robots in which collecting real data can be expensive. Furthermore, the ability to model stochastic environments makes this approach well-suited for HRI tasks where the actions of humans can be unpredictable. We demonstrated the viability of our architecture in a simulated HRI task, showing how an environment model can be learned and used to generate imaginary rollouts.

In future work, we will explore ways to combine both imaginary and real data to accelerate learning from scratch. Furthermore, the approach will be applied on more complex tasks using real robots. The architecture will be extended to model non-Markovian environments by using recurrent neural networks in the model. We will also investigate using imaginary rollouts for predicting future outcomes and how this information can be used as a sort of lookahead to further accelerate learning.
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SOCRATES

The research in Social Robotics has a common theme of Interaction Quality, which is a concept for characterization of how a specific mode of interaction is fit for a given task, situation, and user. Interaction Quality often changes, for instance if an older adult gets tired and loses focus when interacting with a robot. Interaction Quality also depends on the robot’s functionality and design. By slowing down the speed of the robot, Interaction Quality can be maintained. In general, Interaction Quality is a complex interplay between several performance measures and design parameters. In SOCRATES we address these issues from a range of perspectives in five research workpackages:

- **Emotion**: novel multi-modal methods to perceive human emotions from facial expressions, body motion, auditory and language cues
- **Intention**: new techniques to infer human goals and intention from natural language and video analysis
- **Adaptivity**: techniques to adapt a robot’s behaviour to user needs
- **Design**: Novel design methods for hardware, interfaces, and safety
- **Acceptance**: Procedures for evaluation of user acceptance

Additional value and impact is generated by the unique multidisciplinary collaboration between academic disciplines that normally do not work together; computer science, cognitive science, biomechanics, ethics, social psychology, and social science. Intersectoral collaboration between academia, caregivers, business developers, and robot manufacturers will further strengthen novelty and impact by ensuring that relevant needs are addressed, and that research result are both economically and technically feasible.
An Adaptive Neural Approach Based on Ensemble

and Multitask Learning for Affect Recognition

Henrique Siqueira

Abstract—In this paper, we evaluate the effect of Multitask Learning (MTL) in an ensemble with shared representations based on convolutional networks in the task of affect recognition from facial expressions. Our convolutional architecture is divided into three levels of hierarchy regarding MTL. The first level is conditioned to learn lower-level representations, which are shared with independent convolutional branches related to different tasks on the second level. While each independent branch is fostered to learn task-specific representations, the early shared layers are fostered to learn features that are relevant to multiple tasks due to the inductive transfer mechanism from MTL. The third level consists of an ensemble of convolutional branches responsible for learning higher-level representations and allowing re-training with unlabelled expressions. Our experiments show a slight improvement in recognition performance using MTL over Single Task Learning (STL) on the AffectNet dataset, but a significant reduction in training time. Finally, we discuss the potential use of MTL and hard constraints into the inference and re-training processes of the proposed approach to improve its generalization performance.

Index Terms—Semi-supervised Learning, Multitask Learning, Ensemble Methods, Facial Expression Recognition

I. INTRODUCTION

With the advance in health care, the modern society is enjoying longer lives. The long life expectancy accompanied by low birth rates dictate the growth of ageing populations in several countries, which already overtake a tenth of the global population [1]. Besides physical health, psychological and sociological factors have a significant impact on well-being and good life quality in old age. Sociability, in particular, plays a crucial role against loneliness in advanced years, which is one of the main factors that lead older adults to experience feelings of depression and thoughts of mortality [2].

Studies from different areas including robotics, medicine, and economics have suggested making use of social robots as home companions and social assistants in senior care facilities to address loneliness among older adults and to support their needs and independence [1]. In addition to their functional activities (e.g., dispensing of medication and providing reminders), such robots can establish social and affective relationships with older adults which reduce feelings of loneliness among older people and provide warm caregiving to them, as investigated by Pols and Moser [3].

A fundamental aspect of social robots is their affective capabilities; the ability to recognize, express or even have emotions, albeit having simulated ones [4]. Emotions are highly present in human interactions, by influencing our rational thinking and decision-making [5]. Sad facial expressions and a low tone of voice during a conversation, for instance, might encourage a friend to comfort you [6]. A social robot capable of identifying and using this emotional information for making decisions could enhance its social skills by initiating an interaction with a senior perceived as sad to support them with positive messages. As evidenced by Sabelli et al. [7] through an ethnographic study of a conversational agent in an elderly care center, such emotionally support not only improve engagement in interacting with a robot, but also reduce loneliness and positively regulates their feelings.

Despite the remarkable progress in the area of automatic emotion recognition (see Poria et al. [9] for a recent review of affective computing), most of the existing approaches are extensively trained using supervised learning techniques on a given dataset [10], [11], which frequently drop in recognition performance when trialled under different conditions than the one used for training [12], [13]. Taylor et al. [14] suggested that this drop in recognition performance may be caused by the inability of those approaches to account for individual differences, since the same emotional state can be expressed differently among individuals [5], [15]. Even the same person may present a high physiological variation for the same emotional state in different days [16]. Therefore, an emotion recognition system that could improve recognition performance over time with unlabelled expressions is beneficial to social robots as they could be able to enhance their emotional capabilities over interactions. This adaptive capability is especially needed for social robots in senior care facilities, since emotional expression variations in older adults may be even higher due to cognitive or physical issues [17].

As investigated in our previous work [8], an ensemble with shared representations can potentially be used as an adaptive emotion recognition system for social robots, where emotional expressions collected from human-robot interactions can be utilized for re-training the ensemble. Although re-training the system using the ensemble predictions from unlabelled expressions led to an improvement in recognition performance in the majority of cases, there were few cases where it degenerated the recognition capability. We hypothesize that providing more information about an emotional expression via Multitask Learning (MTL) might not only yield to better generalization performance, but might also make the re-training phase through ensemble predictions more efficient. MTL can be defined as an inductive transfer learning mechanism where multiple related tasks are trained in parallel using shared
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Fig. 1. Illustration of the proposed architecture for multitask learning. While the early layers in gray learn lower-level representations useful for multiple tasks, the three separate convolutional branches in green (top), blue (middle) and yellow (bottom) are employed to learn task-specific representations. On the right, the ensemble of convolutional branches is adopted as proposed by Siqueira et al. [8] for learning higher-level representations for each task.

representations [18]. Several studies have demonstrated the benefits of multitask learning on improving generalization performance and decreasing training time in contrast to Single Task Learning (STL) [14], [18], [19], where a machine learning method learns only one task at a time. Devries et al. [19] have demonstrated that facial expression recognition can be improved by training a convolutional neural network to detect facial landmarks as an auxiliary task in an MTL setting. Taylor et al. [14] employed MTL to account for individual differences for mood prediction by first clustering them regarding personality and gender, and subsequently, each cluster considered as a different prediction task, which resulted in an overall improvement on the generalization performance.

In this paper, we adapt our previous approach to employ multitask learning. Our approach consists of designing a convolutional architecture based upon three different levels of hierarchy regarding MTL. The first level is responsible for learning lower-level representations from the data. These representations are shared between multiple and independent branches in the second level, where each branch is constrained to learn features relevant to a particular task. In this work, we consider as related tasks the recognition of categorical emotional expressions (e.g., happy, sad and neutral), and the prediction of arousal and valence levels from the dimensional representations of emotion by Russell [20]. Lastly, the third level is an ensemble of convolutional branches with different expertise for each task, as described in Siqueira et al. [8]. In addition of presenting our preliminary analysis of the effect of MTL on the generalization performance on the AffectNet dataset [12], we discuss the potential benefits of using multiple information from the same input as hard constraint [21] in the inference and re-training processes of the proposed approach.

II. APPROACH

In the proposed approach illustrated in Figure 1, the early convolutional layers learn lower-level representations from the training data. They are conditioned to discovery features that are suitable to different and related tasks by the inductive transfer learning from multiple teach signals which are back-propagated from each task-related output to the shared representations, as defined by Caruana [18]: “the multitask bias causes the inductive learner to prefer hypotheses that explain more than one task”. These lower-level representations are shared between independent convolutional branches, each related to a specific task represented by different colors in Figure 1. The green convolutional branch, in the context of this paper, is fostered to learn important features to distinguish categorical emotions, where the blue and yellow branches to learn relevant features for predicting arousal and valence, respectively. In the highest level of the architecture, an ensemble of convolutional branches is employed as proposed in the work of Siqueira et al. [8]. The major goal for each branch in the ensemble is the development of higher-level representations from the training data that are different and complementary to other branches’ expertise. If this assumption is satisfied, recognition performance might be improved by re-training the ensemble with their own predictions [8].

While multitask learning may improve the generalization capability of a model by fostering shared layers to learn features that are useful for different tasks, the different pieces of information gathered for each task from the same emotional expression might provide supplementary evidence for the correct classification of such expression. As an example, suppose that the convolutional branches responsible for the categorical emotion recognition classify a given expression, with a certain
degree of uncertainty, as happy or sad. Uncertainty cases may occur when some branches classify an image as belonging to a class A, while other branches classify the same image as belonging to a class B. By using prior knowledge about the task and different pieces of information from the same input, the valence prediction could have charged the same expression in our example as positive, and hence, the confidence for the categorical emotion recognition could have been increased towards the happy category. This strategy can be understood as imposing hard constraints in the inference and training processes, and this field of study is well explored in the book of Gori [21]. In spite of the potential benefits of imposing hard constraints into our approach, the experiments conducted for this paper are limited to the analysis of the effect of MTL on the recognition performance.

III. PRELIMINARY EXPERIMENTS

![AffectNet Examples](image)

Fig. 2. Examples of the eight discrete categories from the AffectNet dataset [12] adopted in our experiments: Neutral (Ne), Happy (Ha), Sad (Sa), Surprise (Su), Disgust (Di), Fear (Fe), Anger (An) and Contempt (Co).

We evaluated the proposed approach on the AffectNet dataset [12], which consists of over a million face images collected by querying search engines with emotion-related keywords in six different languages. AffectNet is divided into the labelled training, unlabelled training, validation and test sets. Each set was manually annotated in terms of categorical and dimensional representations of emotion, except the unlabelled training set. In addition to the universal facial expressions proposed by Ekman [22] (see Figure 2), such as Happy (Ha), Sad (Sa), Surprise (Su), Fear (Fe), Disgust (Di), Anger (An) and Contempt (Co), the categorical representation of AffectNet also presents Neutral (Ne), None (No), Uncertain (Un) and Non-Face (NF) categories. For the dimensional representation, the dataset was annotated based on the circumplex model of affect proposed by Russell [20], where the arousal level indicates how excited or calm an event is, the valence level indicates how pleasant or unpleasant an event is. Continuous values ranging from -1 to 1 were assigned to emotional facial expressions, whereas -2 indicates images that belong to non-face and uncertain categories.

Our architecture is divided into three levels. The first level consists of three convolutional layers with 64, 128 and 256 filters. These lower-level representations are shared between three convolutional branches, one for each task: the classification of categorical emotions, and the prediction of arousal and valence levels. Each convolutional branch has one convolutional layer with 512 filters for learning features relevant to a specific task. Until this level, all of the convolutional layers are followed by batch normalization and max-pooling layers with a pool size of 2. The third and highest level is an ensemble of convolutional branches. For the categorical emotion recognition task, four branches compose the ensemble. Each branch in the ensemble is composed of one convolutional layer with 1024 filters, followed by the global average pooling layer, and the output layer with 8 neurons. To foster the development of different and complementary features for the same task in the ensemble, a different weighted loss function is assigned for each branch. This overall configuration is also adopted in the other two branches, which are responsible for predicting arousal and valence levels. However, their output layers have 41 neurons each, representing the discrete counterpart of the continuous emotional scales. This discretisation is necessary to assign a unique weighted loss function for each branch. As activation function, ReLU is adopted for all of the neurons, except the output layer where the softmax function is applied. During validation, we take the mean probability distribution from the ensemble.

We adopt the single task learning counterparts of the proposed architecture as baselines. Thus, the network trained for categorical emotion recognition consists of five convolution layers with 64, 128, 256 and 512 filters, followed by an ensemble with four convolutional branches, each of which consisting of a convolutional layer with 1024 filters, an average pooling layer, and an output layer with 8 neurons. In addition to the comparisons with the baseline networks, we also compare our results with the approach proposed by Mollahosseini et al. [12] in the AffectNet paper. In their work, three different AlexNets [23] were re-trained on the AffectNet dataset, outperforming traditional classifiers and off-the-shelf facial expression recognition systems such as support vector machines and Microsoft Cognitive Services emotion API 1. The faces are cropped using the facial coordinates provided by the dataset, and re-scaled to 96 x 96 pixels to reduce the computational cost. The pixel intensities from each image are normalized between 0 and 1. The networks were trained for 15 epochs using RMSProp with an initial learning rate of 0.001.

A. Initial Results and Discussion

Table I shows the accuracy for the categorical classification of emotions, the root-mean-square error (RMSE) for the predictions of arousal and valence levels, and the number of trainable parameters for each approach. MTL represents the proposed approach trained for multiple related tasks in parallel, whereas STL represents its counterpart but trained for one task at a time. Therefore, the results reported for STL are three different convolutional networks trained from scratch.

### Table I

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Categorical (%)</th>
<th>Arousal (%)</th>
<th>Valence (%)</th>
<th>Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTL</td>
<td>50.32</td>
<td>0.37</td>
<td>0.46</td>
<td>50M</td>
</tr>
<tr>
<td>STL</td>
<td>48.05%</td>
<td>0.39</td>
<td>0.47</td>
<td>50M</td>
</tr>
<tr>
<td>Mollahosseini et al. [12]</td>
<td>58.00%</td>
<td>0.41</td>
<td>0.37</td>
<td>180M</td>
</tr>
</tbody>
</table>

1 https://www.microsoft.com/cognitiveservices/enus/emotionapi
on AffectNet. This is also true for the results reported by Mollahosseini et al. [12]. Each AlexNet re-trained by them has roughly 60 million trainable parameters [23], resulting in 180 million parameters for the three networks.

Although the recognition performance of MTL and STL are similar, with the first reaching slight higher accuracy for categorical emotion classification, and lower RMSE for the arousal and valence predictions, the proposed approach can be trained $t$ times faster than STL, being $t$ the number of tasks to be learnt. The training time factor might be crucial for the application of the proposed approach for continual learning in robotic platforms, especially robots with limited computational resources. When compared with the methods proposed by Mollahosseini et al. [12], the proposed approach has achieved a substantial lower RMSE for arousal prediction, but has presented an inferior performance for categorical emotion classification and valence prediction. However, the adaptation of their methods for continual learning, where a robot should improve its recognition performance over time might be infeasible due to the high number of parameters.

IV. CONCLUSIONS AND FUTURE WORK

We adapted our previous work on an ensemble with shared representation to account for multitask learning. MTL acts as an inductive transfer learning mechanism that frequently improves generalization performance by fostering shared representations to learn features that are useful for different tasks. Although the employment of multitask learning provided a small gain in recognition performance, it provided a significant reduction in training time since several tasks can be trained in parallel. This training time gain is an important factor for continual learning in social robots, since response time is fundamental to a natural interaction. Moreover, we discussed how different pieces of information from the same input regarding MTL could be used as hard constraints in the inference and training processes for improving generalization performance.

As future work, we will analyse the internal representations related to each level of hierarchy regarding MTL in the proposed approach. This analysis might explain the slight improvement on generalization performance obtained in our experiments. Furthermore, the potentiality of MLT and hard constraints for improving generalization performance discussed in this paper will be evaluated on AffectNet, including an analysis of the adaptive behaviour of the proposed approach on the unlabelled training set. In addition to a static dataset of emotions, the proposed approach will also be evaluated in a more naturalistic condition, where not only spatial but also temporal features are presented in the expression of the individual emotional state [24].
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Toward Emotion Recognition From Early Fused Acoustic and Language Features Using Recursive Neural Networks

Alexander Sutherland

Abstract—Recognising emotions from language is considered an important aspect of affective computing. However, the application of recognised emotions in an effective manner is often bound to the context where the emotion was detected, without the acquisition of information about the relation between spoken words and the recognised emotion. To apply recognised emotions to a broader context, knowledge about this dynamic must be accrued during the emotion classification process. In this paper, we outline a novel method of extracting these relations, using recursive neural networks to process the syntactic structure of speech in order to better understand how emotions are expressed and what spoken words they relate to.

I. INTRODUCTION

Recognizing and responding to human emotions in HRI scenarios is regarded as important for acceptance of robots [4]. Acceptance and empathy is vital for long-term sustainable Human-Robot relations, as users are liable to reject or ignore robots they feel no connection with. To perform recognition, emotional expressions from multiple modalities, such as vision, audio, and language, are often combined to improve recognition accuracy and system robustness [3].

Current multimodal emotion recognition using speech reduces features of language to an abstract level for more convenient processing. While this simplifies processing, it makes the role of language structure more implicit than explicit and in this simplification, some information is lost. Structureless processing of language also requires the structure to be relearned as an emergent property to facilitate the understanding of relationships between words. While this is possible, the syntactic structure of language is already well defined and should not require relearning and running the risk of potential errors in syntactic understanding.

Through reintroduction of the structure of language into the categorical emotion recognition pipeline, we hope to visualize over the syntax graph how detected emotion expressions relate to acoustics and language, in contrast to what Socher et al. [2] did for sentiment on only language.

II. RECURSIVE NEURAL NETWORKS

Recursive Neural Networks, RvNNs, [1] are able to process structured data and therein learn feature patterns that occur in the structure of data. This allows RvNNs to use structure as a feature rather than having to relearn structure as an emergent property of the network. The fundamental difference between recursive and recurrent architectures is that recurrent neural networks, RNNs, are a special case of RvNNs that only handle a linear chain of input, whereas a RvNN may take an arbitrary number of inputs from a previous time-step. This is often described in the manner of a bottom-up analysis of a hierarchical tree structure, computing the values of parent nodes based on the nodes of their respective children.

Language has an explicit structure that can be exploited by RvNNs to provide a more nuanced understanding of how humans express sentiment based on the structure of language used [1], [2]. The benefit of using RvNNs for this is the increased granularity of class predictions over the syntax tree. Parent nodes are a product of their children and resulting classifications can be traced back to specific sub-branches within the syntax tree. An example is shown in the work of Socher et al. [2], where the authors show the negating word “not” influences the final sentiment classification. Our novel contribution will be the extension of this approach to incorporate acoustic data in a uni-modal and multi-modal fashion, with text, over categorical labels as opposed to sentiment labels. We expect that this will provide insight on how language and pronunciation influences emotion recognition through visualization over the syntax graph.

III. PROPOSED METHOD

In this position paper, a method of using RvNNs to process fused language and acoustic features will be outlined. An overview of how the system will process data can be seen in Figure 1. The composition function, g, will be the one used by Socher et al. [1], as it has shown promise when classifying sentiment. In Figure 1 we see that the network calculates intermediate probabilities in a bottom-up fashion, also allowing for predictions of individual nodes and parent nodes as the network works its way through the graph.

Predictions are attained through a projection layer that learns how to convert intermediate representations to a probability distribution over target emotions. Once the probability of every emotion class for every node is calculated this can be visualised in a tree by choosing the highest probable emotion. An example where this is useful is determining what phrases are responsible for emotional outcomes and motivating why different decisions were made based on occurring phrases and emotion predictions in each node.

Utterances with transcripts will be selected from the IEMOCAP dataset [8], a multimodal emotion recognition dataset. For each utterance, every word will be aligned with its associated audio segment. Word features will be attained through pretrained word embeddings [6] and for audio
MFCC features [7] will be fed in sequence to a pre-trained LSTM to extract audio features for every word. Thereafter we will perform early fusion through concatenation of word and audio representations and feed the subsequent vectors to the RvNN based on syntactic structure to perform emotion recognition. Syntactic structure will be extracted through the use of standard NLP libraries available in Python.

IV. Expected Results

Expected results of applying a RvNN for this task will allow us to attain emotion predictions, using acoustic and language features, for every node in the syntactic graph of an input utterance. This will allow us to see which syntactic sub-trees contribute to emotion classifications. A possible additional outcome would be a higher emotion classification accuracy from acoustics alone and combined multimodally than with standard recurrent approaches.

Currently, we are able to show preliminary examples of using the text modality alone. In Figures 2 and 3 we see the results of applying a RvNN to the task of categorical emotion recognition, as opposed to sentiment classification. To do this we translate the labels of the Stanford Sentiment Treebank (SST) [2] to categorical labels, wherein positive labels are translated to happy, neutral to neutral, and negative labels to either angry or sad based on the classification of an LSTM pretrained on the IEMOCAP dataset [8] for categorical emotion recognition. The SST is used for exemplary purposes and will be replaced by the IEMOCAP when the required syntax trees have been generated.

V. Conclusion

In this paper, we show preliminary work toward a novel method of processing language and audio features for improving visualisation and understanding of emotion recognition using recursive neural networks. We also visualised how categorical emotion predictions distribute themselves over the syntax graphs of two simple sentences.

Acknowledgements

This work has received funding from the European Unions Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 721619 (SOCRATES).

References

Body motion properties as indicators of depression in elderly*

Vesna Poprcova

Abstract—Depression is a common mood disorder that is rapidly affecting lives of elderly worldwide. The detection of depression, however, is an issue because the common methods are subjective and depend on patient self-reports. Automated recognition may, therefore, be beneficial. This paper examines the possibility of using body motion properties as potential indicators of depression in elderly, and proposes an experimental method to assess the validity of such measures.

I. INTRODUCTION

Population ageing is a worldwide trend and the proportion of elderly people is constantly increasing [2]. The growing burden of depression in elderly suggests that there is a need to develop automated depression detection which will help in effective care of patients suffering from depression. Automated depression detection can be used to support clinicians’ decisions, to avoid false diagnosis as well as overcome subjective bias associated with self-reports.

Depression is a state of negative mood that may last for a long time and impact the individual’s proper functioning [8]. In addition to effects on the person’s thoughts, behaviors, feelings, and sense of well-being, depression has an impact to the motor system as well [15]. And indeed, past research has examined the effects of depression on body motion [5]. However, the current knowledge deals with young people. Yet, because aging has an impact on body motion [5], it would be beneficial to examine the effect of depression on body motion in elderly. Thus, the current paper focuses on examining the link between depression and body motion in elderly. It reviews the relevant literature and proposes an experimental methods to investigate the effect.

II. RELATED WORK

Body motion is a central part of the human social communication [3]. It may be defined as the collection of signs such as posture, speed of movement, meaningful coordination of actions expressed by the human body [10].

Psychologists have shown that depressed individuals differ from non-depressed with regard to objectively quantified gross motor activity, body movements and motor reaction time [11]. For instance, sadness and depression are characterized by reduced walking speed, arm swing, and vertical head movements as well as slumped postures and larger lateral body sway [6].

Past research examined visual indicators for depression, including body motion and periodical muscular movements [7]. Research have also used video data to recognize depression based on general movements [4, 9, 12], posture [9] and head pose [4, 12]. Results have shown that body expressions and head movements can be significant visual cues for depression detection [4].

Researchers dealt with the link between body motion and mood (rather than depression). One research, for example, found upper body postural features can predict people’s mood [13]. Mood prediction has so far been tackled mostly through the direct mapping of video features to mood. Decision Tree classification and multimodal fusion of audio-visual and text features is performed by [16]. Head pose and movement features associated with the face are considered by [1] performing classification with Support Vector Machines (SVM) on depression recognition. They concluded that head movements of depressed people are different than that of normal person. Deep learning based approach is presented by [14].

Altogether, the literature demonstrates that automated detection of depression in general population, regardless of age, is an active research area. We propose an experimental method to examine the topic specifically in elderly.

III. PROPOSED METHOD

Research participants will be elderly people who will be recruited based on background information we will collect. We will make sure to recruited both depressed and non-depressed participant. Depression data will rely on self-report.

Participants will be asked to walk straight for several minutes in our lab. Movement will be recorded using a motion capture system (Qualysis, Sweden).

Relying on past research conducted in lab setting [5], we will use regression analysis to predict the depression in elderly by learning the relationship between body motion properties (walking, head movements, stability, posture) as features and depression scale. Human-verified examples will be provided to a regression algorithm which learns the mapping and novel video frames can then be interpreted by extrapolating from this learned mapping.

Context knowledge summarizes information about the environment, subject (gender, personality traits and culture), current activities and interactions. The current approaches largely do not take context knowledge into account but
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analyzing the context when a movement is performed may lead to more robust recognition [5].

IV. EXPECTED RESULTS

We expect that the proposed method will define clearly which body motion properties can be successfully used as potential indicators to detect the scale of depression in elderly.

V. CONCLUSION

The expected results can contribute to the field of automated detection of depression in elderly. Such module for automated depression recognition can be integrated into a robot architecture and Human Robot Interaction (HRI) scenario. An additional key contribution of this work will be the design of a new database focused on elderly with the goal to validate experimentally the proposed model. The database will contain local elderly comprised of two groups: (a) diagnosed with depression and (b) elderly that are healthy with no clinical disorders.
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Text-Based Inference of Object Affordances for Human-Robot Interaction

Michele Persiani\textsuperscript{1} and Thomas Hellström\textsuperscript{2}

Abstract—Affordances denote actions that can be performed in the presence of different objects. In this paper we present a model to generate names of possible affordances for a named object. We use a Conditional Variational Autoencoder as generative model and train it with sentences from a selected corpus. The model can be used in several ways in HRI, for instance by a service robot providing assistance to perform activities of daily living. The preliminary evaluation of the model shows good results compared to a benchmark method.

Index Terms—Affordance, Intention recognition, Human-Robot-Interaction, Generative model, Autoencoder, Natural language processing

I. INTRODUCTION

The term “affordance” was introduced by the American psychologist Gibson [1] to describe what an animal can do with a given object. It has since then been extensively utilized, interpreted, and re-defined (see [2] for an overview) in fields such as human-computer-interaction [3] and human-robot-interaction (HRI) [4]. We focus on its use within HRI, and use the term to denote actions that can be performed with a given object. As a simplified first approach we ignore the influence of different environments, and assume a one-to-many mapping $G: \text{Objects} \rightarrow \text{Affordances}$. The object “door” may, for example, be used to perform the actions “open”, “close”, and “lock”.

This paper presents ongoing work on how $G$ may be learned from free-text corpora. The results show how it is possible to learn a generative model $G$ that, given an object name, generates affordances according to a probability distribution that matches the used training data. Qualitatively results also indicate that the model manages to generalize, both to previously unseen objects and actions.

The paper is organized as follows. In Section II we give motivation for the work from an HRI perspective, followed by a brief review of earlier related work in Section III. The developed method is described in Section IV, and results from the evaluation are presented in Section V. The paper is finalized by conclusions in Section VI.

II. AFFORDANCES

Once learned, the function $G$ can be used in several ways by a robot, for instance by a service robot providing assistance to perform activities of daily living. By visually identifying objects in the environment, or in the robot’s verbal dialogue with the human, affordances can be inferred through $G$. The affordances may be used to infer the human’s intention, which may guide the robot’s behavior [5]. For example, if older adults want to talk to their distant children, a listening robot may infer that the adults wants to call them, and suggest making a phone call. $G$ may also be used by a robot to decide how to act within a given context that affords certain actions. A service robot may, for example, suggest its user to read a book, if a physical book is visually detected. Affordances may also be useful for object disambiguation. When a human tells a robot to “pick it up!”, the robot only has to consider objects with the “pick up” affordance in the current scene [4]. Inference of affordances may also be used to design robots that are understandable by humans, since mutually perceived affordances may contribute to explaining a robot’s behavior [6], and thereby increase interaction quality [7].

III. EARLIER WORK

Chao et al. [8] mine semantic affordances from a combination of crowdsourcing, images, and text. They show how in Natural Language Processing (NLP) objects and actions can be connected through the introduction of a latent space. Narashiman et al. [9] find links between object and action in text using deep reinforcement learning techniques [10]. Antanas et al. [11] relate affordances to the symbol grounding problem. By using image data, they map visual objects to utterances and actions, while through statistical methods they learn ontologies for affordances. Ruggeri and Di Caro [12] explain how affordance is a concept that sits in the middle between objectivity and subjectivity, and propose ontological views for their usage in Computer Science.

IV. METHOD

A generative model for the one-to-many mapping $G: \text{Objects} \rightarrow \text{Affordances}$ was trained with pairs <object, action>. These pairs were generated by semantic role labeling of sentences from a selected corpus. Objects and actions were represented by wordvectors throughout the process, which is illustrated in Fig 1 below.

![Fig. 1. Steps taken to obtain the generative model.](image)
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A. Corpus

As source material we used the Yahoo! Answers Manner Questions (YAMC) dataset containing 142627 questions and corresponding answers. The corpus is a distillation of all questions gathered from the platform Yahoo! Answers during the year 2007. It is a small subset of the questions, selected for their linguistic properties such as good quality measured in terms of vocabulary and length.

B. Semantic Role Labeling

In NLP, semantic roles denote the semantic functions that words have in a given phrase [13]. For example, in the phrase “John looks in the mirror”, the words “looks in” (denoted V) refer to the action being performed. “John” identifies the agent carrying out the action (denoted A0), and “the mirror” is the object (denoted A1) over which the action is performed.

Semantic role labeling [14] is the task of assigning semantic roles to words or groups of words in a sentence. A variety of tools exist for this task, with different conventions for the associated roles. As an example, for [15], the SEMAFOR parser [16] was used to infer human intention in verbal commands to a robot. In the current paper we used the parser in SENNA [17], which is a software tool distributed under a non-commercial license for the academic community.

After parsing the corpus using SENNA, phrases with semantic roles A1 and V being exactly one word each were selected. Each action V was lemmatized into the basic infinitive form, and not interested in discriminating temporal or other variants of the verbs.

Finally, all pairs A1,V that appeared at least seven times were used to create data samples <object, action>. This number was found to be a good trade-off for filtering out spurious pairs.

A few examples of phrases and generated sample pairs <object, action> are shown in Table IV-B.

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Sample pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add flour</td>
<td>flour, add</td>
</tr>
<tr>
<td>Crack the egg</td>
<td>egg, crack</td>
</tr>
<tr>
<td>Set the mixer on two steps</td>
<td>mixer, set</td>
</tr>
<tr>
<td>Whip using the mixer</td>
<td>mixer, use</td>
</tr>
<tr>
<td>Open the oven</td>
<td>oven, open</td>
</tr>
<tr>
<td>Enjoy the cake</td>
<td>cake, enjoy</td>
</tr>
</tbody>
</table>

Table IV-B Examples of object-action pairs generated from phrases in a recipe.

C. Word Embeddings

Word embeddings refer to a set of unsupervised methods that allow encoding of words as numeric vectors: wordvectors. In the numeric space, semantically and syntactically similar words are close if measured through cosine similarity. This is a desirable property for our generative model, as similar objects should show similar affordances.

GloVe [18] and Word2Vec [19] are common approaches to create word embeddings. We trained Word2Vec over YAMC to get embeddings for words that were most specific for our work. The selected dimensionality for the resulting wordvectors was 100. Qualitative evaluations of the resulting vectorial space showed how the computed embeddings were more suited to encode object-action pairs for common objects, than off-the-shelf embeddings.

D. Dataset

The words in each generated pair <object, action> were converted to wordvectors using the trained Word2Vec model, to provide numeric data to be used in the subsequent modeling. All data was divided into a training set comprising 15263 pairs, and a test set comprising 5088 pairs. Special care was taken to not include identical pairs in both training and test data sets. The data contained N_o = 2628 distinct object names and N_A = 1167 distinct action names that were collected into a dictionary.

E. Generative Model

We modelled the one-to-many mapping G: Objects → Affordances, using a Conditional Variational Autoencoder (CVAE) [20], illustrated in Fig 2.

A CVAE is a trainable generative model that learns a conditional probability distribution p(a|o) while keeping a stochastic latent code in its hidden layers. They can be divided into two coupled layers: an encoder and a decoder. The encoder transforms the input distribution into a certain latent distribution q(z|a,o), while the decoder reconstructs the original vectors from its latent representation z together with the conditioning input o, with output distribution equal to p_f(a′|z,o).

The encoder’s latent layer is regularized to be close to certain parametric prior q_0(z|o). The lower-bound loss function for the CVAE is:

$$L_{CVAE} = \mathbb{E}[\log p_f(a'|z,o)] - \lambda D_{KL}(q_0(z|a,o)\|q_0(z|o))$$

(1)

The first term accounts for how good the autoencoder reconstructs the input given its latent representation. The second term regularizes the hidden latent space to be close
to a certain posterior distribution. The factor \( \lambda \) balances how regularisation is applied during learning. Starting from zero it is linearly grown up to one as the learning epochs advance. This technique addresses the vanishing latent variable problem and is referred to as KL annealing [21].

\( \varphi, \phi, \theta \) denotes the three disjoint sets of parameters of the components that are simultaneously involved in learning. More specifically, they represent set of weights for the three neural network composing the CVAE. The CVAE was trained using the training set generated as described above, and was implemented using the Keras [22] library for Python.

V. Evaluation

By inputting the name \( O \) of an object, and repeatedly sampling the CVAE, we obtain the same number of names for possible actions \( A \). As described above, the sampling follows the estimated conditional probabilities \( p(A|O) \). Hence, actions with high probability are output more frequently than actions with low probability. Since the CVAE outputs actions in numeric wordvector format, all output actions are “rounded” to the closest action word appearing in the dictionary. This is equivalent to a \( K \)-NN classification with \( K = 1 \), and the final output is the dictionary word belonging to the nearest neighboring wordvector. A few examples of the most probable generated actions for a given input objects is shown in Table V.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>door</td>
<td>open, pull, put, loosen, grab, clean, leave, get, slide, shut</td>
</tr>
<tr>
<td>egg</td>
<td>hatch, poach, implant, lay, crack, peel, spin, whip, float, cook</td>
</tr>
<tr>
<td>wine</td>
<td>pour, add, mix, dry, rinse, melt, soak, get, use, drink</td>
</tr>
<tr>
<td>book</td>
<td>read, get, write, purchase, find, use, sell, print, buy, try</td>
</tr>
<tr>
<td>cat</td>
<td>declaw, deter, bathe, bath, spay, pet, scare, feed, attack</td>
</tr>
<tr>
<td>money</td>
<td>loan, inherit, double, owe, withdraw, save, waste, cost, earn, donate</td>
</tr>
<tr>
<td>knife</td>
<td>scrape, cut, brush, chop, use, roll, pull, remove, slide, rub</td>
</tr>
<tr>
<td>information</td>
<td>review, request, access, verify, present, obtain, identity, provide, submit, retain</td>
</tr>
<tr>
<td>body</td>
<td>trick, adapt, tone, adjust, recover, starve, cleanse, respond, flush, exercise</td>
</tr>
<tr>
<td>place</td>
<td>switch, prepare, hide, rent, start, own, guess, travel, avoid, suggest</td>
</tr>
</tbody>
</table>

Table V Examples of actions generated by the CVAE. For every input object we show the 10 most probable outputs, sorted from high to low probability.

Evaluation of generative models is in general seen as a difficult task [23]–[25], and one suggestion is that they should be evaluated directly with respect to the intended usage [23]. In that spirit we evaluated how often our model produced affordances that were correct in the sense that they matched test data.

Since the CVAE produces different results each time it is sampled, it was first sampled several times to estimate a probability distribution \( p(A|O) \), to be compared with a similar estimation based on relative frequencies for the test data. A performance measure Accuracy, with values between 0 and 1, quantifies the similarity between these two distributions and was computed by the following algorithm.

1) \( M \leftarrow 0 \).

For each of the \( N \) test samples \( < O_j, A_j >, j = 1, \ldots, N \), repeat Steps 2-4:

2) Input object \( O_j \) to the CVAE and sample it 1000 times to estimate a probability distribution over possible actions for object \( O_j \). Denote the set with the \( L \) most probable actions \( A_C \).

3) As ground truth compute, for all actions \( A \), \( p(A|O_j) = N(A, O_j)/N(O_j) \), where \( N(A, O_j) \) is the number of test data samples \( < object, action > \) with \( object = O_j \) and \( action = A \). and \( N(O_j) \) is the number of samples with \( object = O_j \). For the resulting distribution, denote the set of the \( L \) most probable actions \( A_F \).

4) If any action in \( A_C \) appears in \( A_F \) : \( M \leftarrow M + 1 \) (this corresponds to a notion of the CVAE output being “correct” for object \( O_j \)).

5) Accuracy \( \leftarrow M/N \).

As benchmark method we generate actions using a random distribution, with \( p(A|O_j) = \frac{1}{S_A} \) for all actions belonging to the training set, 0 otherwise.

We evaluated the benchmark in a similar fashion as described above, by replacing the CVAE for generation of the probability distribution in Step 2. Accuracy computed on the test set for CVAE and the benchmark are presented in Table V, for varying values of \( L \).

<table>
<thead>
<tr>
<th>L</th>
<th>CVAE</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.099</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.552</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>0.781</td>
<td>0.322</td>
</tr>
<tr>
<td>15</td>
<td>0.862</td>
<td>0.498</td>
</tr>
<tr>
<td>20</td>
<td>0.903</td>
<td>0.773</td>
</tr>
</tbody>
</table>

Table V Accuracy for the CVAE and Random distributions, calculated as described above.

VI. Conclusions

We presented a novel generative model for text-based affordance generation by employing a Conditional Variational Autoencoder (CVAE). The presented preliminary results show that the model outperforms the benchmark method in generating possible actions for an input object.

For a given object, the action with highest probability to be generated by CVAE was most probable in test data 10% of the time. Given that the data set contained 1167 distinct action names, these results are quite satisfying. Considering more than just the action with highest probability, the accuracy for CVAE increases fast. For example, for \( L = 5 \), at least one correct action was output in 90% of the cases for the random distribution, and in 55% of all cases for CVAE.

As future work we will address several open questions:

- The used CVAE model is a complex architecture with several meta parameters and design choices. We will further investigate alternative designs, and use the performance measures to, possibly automatically, find optimal parameters.
- The relevance of using corpora like YAMC to generate affordances for HRI has to be investigated further. The difference between usage of language in human-robot
dialogue and in general corpora may affect accuracy, and alternative corpora could be considered.

- The generalization ability, i.e. performance for objects not present in the training data, will be investigated further. Successful generalization ability means that the method has true predictive power and does more than memorizing training data.
- Training with domain specific data will be investigated. As mentioned in the introduction, real object affordances typically depend on the environment, and better performance may be achieved by implicitly defining a specific domain (such as kitchen environments) and learn affordances with objects and actions relevant for that domain only.
- Alternative performance measures will be examined, for example based on a distance metric applied to the distributions in step 2 and 3 above. Explicit ways to assess the model’s generalization ability will also be developed.
- Finally, envisioning robots as embodied agents, we will explore how affordances generation can be biased by taking into account specific perceptual and bodily abilities. The YAMC corpus expresses actions available to animals and humans, but can a robot, after a long day, just relax on the sofa?
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Learning Optical Flow For Action Classification

 Çağatay Odabaşı

Abstract—Action recognition is the task of assigning labels to human actions. It is particularly important for service robots because they need to react to human actions. For instance, if the user is cooking, the robot can offer to bring him some tools such as a pan or knife. In this work, the possibility of learning action recognition and optical flow extraction simultaneously using 3D Convolutional Neural Networks is analyzed. The preliminary results show that it is possible to learn two tasks together, but the proposed architecture needs further improvements.

I. INTRODUCTION

People are performing a lot of different actions such as repairing something, walking, watching tv, eating, sleeping, taking medications, cooking, taking care of a baby. While performing them, they would need some external help. For instance, in Fig. 1, Lisha is taking care of a baby. So, she may need some help. In these situations, giving commands to robot would be too hard and the person may choose not to ask help from the robot. If the robot can understand these needs just by observing the people, it can offer some help without any explicit command. This would make user’s life easier.

The action recognition is a task of labeling the data stream (video, image, skeleton, etc.) with an appropriate label such as walking, watching tv, etc. The main input source is a video stream which contains both spatial and temporal information. That’s why the general approach is to exploit both domains to achieve high accuracy. To do this, the optical flow, which is an entity representing the displacement of certain part of the image, should be extracted from the video, because it contains rich temporal information content. The current focus is learning both tasks by using Convolutional Neural Networks (CNN) [11].

In machine learning, the loss function is an entity that assigns some cost to certain conditions. When the optimizer minimizes it, it is expected that the network will behave as requested. For example, if the loss function penalizes the misclassified actions, it is expected that the network will learn how to classify the actions correctly when the associated loss function is minimized.

In this work, the aim is to investigate in learning optical flow and action recognition tasks simultaneously. This would allow us to train the action recognition network on smaller datasets. To do this, a new loss function including both action recognition and optical flow losses is generated. [20] proposed to use a similar cost function; however, they split the problem into two tasks. Instead of splitting the training procedure, the proposed network in this paper is trained by minimizing one joint loss function. The optical flow image is learned internally. So, the sole output of the network is the action recognition label.

The organization of this paper is as following. First, the related work is introduced to the reader in Section II. Second, the theory behind the proposed network is explained to the reader in Section III. Third, The implementation details are given in Section IV. Also, the preliminary results are presented and discussed in Section IV. Lastly, the paper is briefly concluded in Section V.

II. RELATED WORK

Classical action recognition approaches [19], [18] are tracking temporal trajectories by using optical flow and then they are extracting spatial information such as HOG(Histogram of Oriented Gradient) [2] or spatiotemporal features such as HOF(Histogram of Oriented Flow) [10], MBH (Motion Boundary Histogram) [19] around these temporal trajectories.

The most common CNN architectures for action recognition are two streams networks for RGB and optical flow images [15], [1], [20] and 3D CNN which can convolve the video both in spatial and temporal domains [17], [3], [14]. Even though these approaches outperform on big datasets such as Kinetics [7], Youtube1M [6], they cannot reach the level that hand-crafted features based methods reached on relatively small datasets such as UCF101 [16] and HMDB51 [9]. One possible approach to this problem is fine-tuning. In

Fig. 1. Service Robots need to observe the people in the environment; so that, they can offer help.
this approach, first, the network is trained on big datasets, then the classifier part of the network is retrained on a small dataset of interest. This approach would work if the datasets are similar to each other. If the small dataset differs dramatically from the big one, then there is no point of fine-tuning. Also, gathering a high amount of video data would be time-consuming. Another approach would be using optical flow as an input to the network which makes it possible to train on a small dataset [12].

For calculating optical flow efficiently inside the network, it’s been proposed to use classical optical flow equations as a loss function [5], [20]; so that, the network can learn how to extract optical flow just by using input frames along with its own output without any supervision. They are basically warping the second frame by using the estimated optical flow and a differentiable warping function. Then, this warped image is extracted from the first image to calculate the photometric error.

In this work, the structure proposed in [20] is used; however, this work differs from them by trying to learn optical flow and action recognition simultaneously rather than two different tasks and also 3D convolutions are used rather than 2D, since 3D convolutions are capable of exploiting the spatial and temporal domains simultaneously by convolving them in both domains.

III. Methodology

A. Estimating Optical Flow

The part of the network that estimates the optical flow is called optical flow network. The rest is called action recognition network. The optical flow network is a 3D convolution based encoder-decoder network which is placed in front of the action recognition network as in Fig.2. The optical flow network takes three consecutive frames at a time and produces one optical flow for each set of input. Let’s call these grayscale input frame at time step k as $I_k$. Clearly, the optical flow network is fed by $I_{k+1}$, $I_k$ and $I_{k-1}$.

The loss function should be adjusted so that when it is minimized, the network should learn both optical flow and classification loss. Classification loss is the classical cross entropy loss function so let’s refer to it as $L_C$. It penalizes misclassified actions.

Our optical flow loss function consists of photometric loss and smoothness loss. Smoothness loss is required for the aperture problem, so smoothness loss will force the system to learn just small motions.

The photometric loss is defined as:

$$L_P = \rho(W(I_k, O_k) - I_{k-1})$$  \hspace{1cm} (1)

where $\rho = (x^2 + \epsilon^2)^{1/p}$ is the Charbonnier cost, $W(I_k, O_k)$ is the warping which warps the input image $I_k$ by using optical flow $O_k$, so that, it will be identical to $I_{k-1}$. The implementation of this function is adapted from grid sampler of [4]. The warping function is sampling one pixel for each pixel position in the new image from the input image by using a flow field. This flow field indicates the displacement of each pixel of the input image.

The smoothness loss is defined as:

$$L_S = \rho(\nabla_x O_{x,k}) + \rho(\nabla_y O_{y,k}) + \rho(\nabla_x O_{x,k}) + \rho(\nabla_y O_{y,k})$$  \hspace{1cm} (2)

where $\nabla_x$, $\nabla_y$ are the horizontal and vertical gradient operators applied to horizontal $O_{x,k}$ and vertical $O_{y,k}$ components of optical flow.

The general loss function can be written as:

$$L_G = \alpha_1 L_C + \alpha_2 L_P + \alpha_3 L_S$$  \hspace{1cm} (3)

where $\alpha_1, \alpha_2, \alpha_3$ are manually selected constants which arranges the magnitudes of different losses. Therefore, the optimizer minimizes the joint loss $L_G$.

network can fit the training set completely, but it cannot get good results on validation dataset. To avoid this, we introduce Color Jitter on training videos. After each frame is

Fig. 2. The optical flow network accepts the video stream as input and its output is optical flow which is directed to the action recognition network. During the training, the optical flow loss and classification loss are combined and minimized together. The ground truth is true action recognition labels provided by dataset.
normalized which is a general method for most of the CNNs, the Gaussian noise is added to them as below:

B. Stacking the optical flow images

The proposed architecture is presented in Fig.2. As seen, the only modality that action recognition network uses is the output of the optical flow network. Since the action information is spread through the entire or a part of the video, it is not possible to make a good prediction with just one optical flow. Therefore, the optical flow outputs must be stacked.

In both training and testing mode, the network accepts a fixed number of sequential frames. These frames are divided into smaller groups where each group contains three frames. Each of these groups is sent to the optical flow network and as a result, it produces one optical flow image. These optical flow images are stacked in the time axis and are sent to the action recognition network to get the action recognition output.

IV. Results

A. Implementation Details

For the training part, 2 Nvidia GTX1080Ti with a batch size of 256 are used. Also, the image size is reduced to 56x56 to make the system memory efficient. The action recognition is done by using 3D-Resnet-18 proposed in [3]. A small 3D CNN network is added in front of it to infer the optical flow. It is kept as simple as possible due to computation power. As optimizer, we use Adam [8] presented in PyTorch framework [13], since Adam is easier to tune than Stochastic Gradient Descent (SGD) and its performance is comparable to SGD.

B. Evaluation

In this section, the preliminary results are presented. Therefore, a detailed evaluation should be carried out to assess the optical flow and action recognition performances. The aim is to maximize the classification accuracy of the system while minimizing the optical flow loss. That’s why the loss and accuracy results of the model are presented. Note that the results are preliminary. The architecture is still in development. Current action recognition scores cannot reach the state-of-the-art level which is around 45% without fine-tuning. However, they prove that it is possible to learn two tasks simultaneously.

In Fig. 3, the training accuracy, training loss, validation accuracy, and validation loss are presented. The final values of the loss function on both sets are around 40. This means that the network can generalize well. However, the validation accuracy can reach up to 27%, although the training accuracy is around 90%. Therefore, we can conclude that the problem is in learning action recognition rather than optical flow. There could be several reasons for this. The most important one would be the stacking the optical flow images. The number of frames stacked would not be enough. On the other side, if the number of frames is increased, the computation cost and memory consumption increase dramatically.

V. Conclusion

In this work, the possibility of learning unsupervised optical flow and action recognition tasks simultaneously is tested. To do this, a joint loss function is created which consists of both optical flow loss and the action recognition loss. Minimizing the overall loss function would allow the network to learn two tasks simultaneously.

The proposed method would allow us to learn with smaller datasets and our results show that the joint loss function can be minimized simultaneously. However, the action recognition performance is still too low, hence it needs some further analysis.

In future works, the loss function will be analyzed in detail. The findings will help us to optimize the architecture.
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Natural Language Communication with Social Robots for Assisted Living*

Maitreyee Tewari¹ and Suna Bensch²

Abstract—We explore a new dialogue modelling approach for assistive social robots that could facilitate flexible conversation flows between a robot and a human. We propose to model topic change, clarification questions or misunderstandings during a dialogue, by introducing an expectation mechanism. Our approach formalizes the formation of a dialogue as a cooperation between two dialogue participants. We gain insight into the dialogue structure and how it could be shaped by several linguistic and pragmatic features. This a work in progress and a next immediate step is to implement and evaluate the model for conversations between a human and a robot.

Index Terms—natural language communication, robots, assisted living, dialogue management, turn-taking, cooperation, human-robot interaction.

I. INTRODUCTION

The demographic trend of an aging population is a challenge for the health care system in western countries. Social robots as assistive technology can support care-givers and enable older adults to live longer independently at home and improve quality of life [1]. For the integration of assistive social robots, it is important that they converse naturally with us. Therefore, such robots must interpret and react to human behaviour including gesturing, displaying emotions, and using natural language to conduct a dialogue (we look into only natural language aspects). A robot that is used in the context of elder care has to adapt to the varying and unpredictable nature of dialogues, such as sudden topic changes, misunderstandings, incomplete or inaccurate information (non-understanding), interruptions, humour and opposition. We introduce a new formal dialogue model that formalizes dialogue turns and sudden topic changes to allow flexible dialogue flows between a robot and a human and provides insight into the dialogue structure. We believe that assistive social robots should have robust and understandable dialogue management techniques, such that we can interpret the robot’s behaviour during dialogues and modify it if necessary.

The formal model co-operating distributed grammar systems with expectations (CDGSexp, for short) is based on co-operating distributed grammar systems (CDGS) [2]. Such systems model cooperation among several agents that have a common goal. We consider a dialogue between a robot and a human as cooperation between two agents who have the common goal of conducting a successful dialogue. In the latter we refer to dialogue participants (human and robot) as agents. Expectations are anticipations of certain information that agents have when conducting a dialogue. For example, an agent A can expect that another agent B confirms agent A’s request or answers agent A’s question. We formalize expectations as internal control mechanism bounded by a given time frame. The time frame can be a measure of the number of turn takes during a dialogue or discrete time unit steps. The internal control mechanism enables flexible dialogue flows as it gives agent the possibility to not meet expectations immediately but, for example, change the current topic of conversation. CDGSexp controls the dialogue flow according to the agent’s expectations, to describe the agent’s perspective during a dialogue, and to model the overall dialogue structure and its formation. In our approach we also shed light into several linguistic and pragmatic features that influence the dialogue structure.

II. BACKGROUND

Dialogue management approaches are generally based on finite-state and data-driven methods [3]. For dialogue modeling, the data-driven approaches can easily become intractable because of the complexity of dialogues (several agents contributing, different topics being discussed, giving turns and taking turns). On the other hand finite-state based approaches manually define how to conduct a dialogue and thus provide valuable insight into the dialogue structure, but manual definition of dialogue rules is time and labor costly. We are interested in developing a hybrid dialogue model [4], [5] that learns from data (the pragmatic and syntactic features) the dialogue structure and a formal model that allows us to add, delete or alter dialogue rules. As a first step, we focus on developing a suitable formal model for dialogues based on co-operating distributed grammar systems which are finite-state devices. A variant of CDGS is called eco-grammar system [6] and has been used to model dialogues for multi-agent systems. Their work was inspired by multi-agent protocol language, and provides flexible and adaptable reaction to unpredictable conversational space. In [7] the authors propose an extension, namely reproductive eco-grammar system, where the grammars follow a multi-agent protocol language to determine which social norms should be used to participate in a conversation. In [8] authors propose conversational grammar systems, which mimics natural language to define a formal model for dialogues. In [9] turn-taking behavior in dialogues is modelled with CDGS with memories. We extend CDGS with

*This work has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 721619 for the SOCRATES project.

¹M.Tewari is with Department of Computing Science Umeå University Umeå, Sweden maittewa@cs.umu.se
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Fig. 1. A fictional sample dialogue between a robot (R) and an older adult named Anna (A). The dialogue is analyzed based on several linguistic and pragmatic features, namely topics, dialogue acts, sequence organization (SO) and keywords (which are underlined).

an expectation mechanism and consider a certain set of linguistic and pragmatic features from which we can infer some aspects of the dialogue structure. In the first three models, eco-grammar systems were modified to provide flexibility to dialogues. This method could pose complexity in integrating it with the data-driven methods. For the latter model CDGS with memories, instead of memories we are attempting to build an internal control mechanism, more inclusive than memories. It would not only manage turn-takes, but also sudden topic changes, and other dialogue phenomena.

III. METHODOLOGY

A. Linguistic and pragmatic features for dialogue analysis

We consider dialogues as sequences of utterances, consisting of one or more sentences, aligned one after the other by participants through turn-takes. Consider the fictional dialogue in Figure 1 between a robot (R) and an older adult named Anna (A) in a health care facility. The dialogue is displayed in the fourth column “Agents/Utterances”. We refer to the individual utterances with numbers which are displayed in the fifth column “Nr.”, where an utterance can consist of one or more sentences. The dialogue starts with the two agents greeting each other (Utterances 1-2). Then the robot reminds Anna politely to take her pills (Utterance 3). Anna instead of answering the request (Utterance 3), changes the topic by asking whether the robot has seen Jim (Utterance 4). The robot answers Annas’ question and offers to call Jim (Utterances 5-6). Anna then states that she wants Jim to check her blood pressure (Utterance 7) which is indirectly also an acceptance of the robot’s offer to call Jim. The robot confirms that it will let Jim know that Anna wants to see him (Utterance 8). Then the robot reminds Anna again about her medicine (Utterance 9) which Anna promises to take right away (Utterance 10).

We analyze a dialogue considering the following linguistic and pragmatic features of utterances: topics, dialogue acts, sequence organization and keywords. We explain all four features briefly in the following.

The first column in Figure 1 shows some topics of the utterances. Topics determine the major constituent of an utterance. The second column shows the so-called dialogue acts [10] associated with each utterance. An utterance is a dialogue act if it has a communicative function, which specifies an activity performed in the dialogue such as asking a question, requesting information, accepting or rejecting a request or making a declaration. The third column in Figure 1 illustrates a possible sequence organization of the utterances in the dialogue. Sequence organization (SO for short) is empirically studied in conversation analysis [11]. Sequence organization describes how sequences of utterances can be ordered. In Figure 1 utterances forming a sequence with each other are connected by the displayed orange lines. For example, if two utterances occur consecutively (e.g. question-answer, greeting-greeting) then they can be described as adjacency pair. In Figure 1, Utterances 1 and 2 form an adjacency pair. Utterances do not have to be necessarily adjacent to each other, they can occur apart from each other in a dialogue and are then ordered as First-Pair-Part (FPP) and Second-Pair-Part (SPP). Furthermore, sequence of utterances can be categorized into three types of so-called expansions, namely base, insert and post [12]. In Figure 1, Utterance 3 is FPPbase and is connected to the adjacency pair of Utterances 9-10 (which is the corresponding SPP, namely SPPbase). The topic change (i.e. Did you see Jim?) by Anna expands the so-called base sequence and introduces FPPinsert, which is followed by the robots response generating SPPinsert (i.e. Utterances 4 and 5, respectively). Another feature that can influence how a dialogue is structured are frequently used words or phrases (i.e. keywords). In Figure 1 in the fourth column, keywords are underlined in blue or red (for domain specific words or phrases). Such keywords can facilitate dialog act or topic association and thus influence the structuring of the dialogue.

B. Inferring the tree structure of the dialogue

All the features elaborated so far (e.g. topics, dialogue acts, keywords, sequence organization) are organized into a tree structure which is illustrated in Figure 2. A tree structure serves the following two purposes:

1) To describe the overall dialogue structure based on the linguistic and pragmatic features, and
2) To extract rules for our model CDGSexp.

The tree in Figure 2 illustrates that our example dialogue consists of two larger parts, namely an introduction into the dialogue represented by the subtree rooted at the node labelled...
by PAP (e.g. greeting and asking about well-being) and a main part represented by the subtree rooted at the node labelled by BP. The topic change is represented by the subtree rooted at node TC. The leaves of the tree are labelled with the numbers of the individual utterances that can be found in Figure 1. The parent nodes (e.g. $O_{P,R}, O_{P,H}, R_{R}, Q_{H}, A_{R}$) are labels for the dialogue acts and one can restore the order in which they were uttered too. Note that the subtree with root label TC is a subtree that can only be formed by taking into account the topic change.

C. Formal background

In this section we provide the necessary definitions of cooperating distributed grammar systems (CDGSs). A CDGS consist of several so-called components that work by taking turns according to some cooperation protocol. The cooperation protocol defines when components are allowed to start and stop working. The components in a CDGS can be interpreted as agents working together with a common aim (e.g. to solve a problem).

Definition 1: A CDGS of degree $n$, with $n \geq 1$, is an $(n+3)$-tuple $G = (N, T, C_1, C_2, \ldots, C_n, S)$, where, $N$ is a set of variables (called non-terminal symbols), $T$ is a set of constants (called terminal symbols), $S$ is the start symbol, for $1 \leq i \leq n$, $C_i$ is a set of rules of the form $A \rightarrow \alpha$, where $A \in N$ and $\alpha$ is a string consisting of variables and/or constants (i.e. $N \cup T$). A rule $A \rightarrow \alpha$ means that a variable $A$ can be replaced with the string $\alpha$. The set of rules $C_1, C_2, \ldots, C_n$ are called components.

Example 1: Let $G = ([S, A, B], \{a, b, c, d\}, C_1, C_2, S)$ be a CDGS grammar, where

\[ C_1 = \{S \rightarrow aA, B \rightarrow aA, A \rightarrow aA, A \rightarrow a\}, \]
\[ C_2 = \{S \rightarrow bB, A \rightarrow bB, B \rightarrow bB, B \rightarrow b\}. \]

Definition 2: Let $G = (N, T, C_1, C_2, \ldots, C_n, S)$ be a CDGS. For two strings $x, y$ in $(N \cup T)$ and $1 \leq i \leq n$, we write $x \Rightarrow_i y$ and say that $y$ is derived in one derivation step from $x$ by component $C_i$, if and only if $x = \gamma_1 A \gamma_2$ and $y = \gamma_1 \alpha \gamma_2$ for some $\gamma_1, \gamma_2 \in (N \cup T)$ and there exists a rule in $C_i$ of the form $A \rightarrow \alpha$. A derivation (i.e. successive derivation steps) starts with the string $G$ (i.e. the start symbol of $G$) and ends when a string $w$ is obtained that consists only of terminal symbols.

The cooperation protocol for a CDGS can state that a component can make exactly $k$ derivation steps, $\leq k$ steps, or take the maximal number of derivation steps possible (t cooperation protocol).

Example 2: Let $G$ have the cooperation protocol = 2, that is, each component must make exactly two derivation steps before the other component starts to work. The derivation starts with the start symbol $S$. Both components $C_1$ and $C_2$ can rewrite the start symbol $S$ (by applying the rules $S \rightarrow aA$ or $S \rightarrow bB$, respectively). Let us assume that $C_1$ starts to work. The component $C_1$ has to make two derivation steps, $S \Rightarrow_1 aA \Rightarrow_1 aaA$, that is, first rewriting $S$ by applying the rule $S \rightarrow aA$ and then rewriting $A$ (in the string $aA$) by applying the rule $A \rightarrow aA$. Now component $C_2$ has to start rewriting and make two derivation steps. Let us assume the derivation $aaA \Rightarrow_2 aabb \Rightarrow_2 aabb$. That is, $C_2$ applied the rule $A \rightarrow bB$ to the string $aaA$ generating the string $aabb$ and then applied the rule $B \rightarrow b$ to the string $aabb$ generating the string $aabb$. The string $aabb$ is a terminal string and consists only of terminal symbols and cannot be rewritten further.

This example illustrated how components generate strings by taking turns after two derivation steps according to the given cooperation protocol. Note that the components can generate many different terminal strings (e.g. $aabb, bb, aabbaabb$).

D. CDGS modeling expectations

In this section we provide the definitions of our new model CDGS$_{exp}$ and apply it to the dialogue example in Figure 1 and show how the tree in Figure 2 is generated. We assume that a CDGS$_{exp}$ works in * cooperation protocol with the addition that an agent $A$ starts working if the other agent $B$ did not meet the expectation of agent $A$ within a given time frame. An agent $A$ stops working whenever it is ready to “hand the floor” to agent $B$. In a CDGS$_{exp}$ a non-terminal symbol $A$ on the right hand side of a rule may be extended with $\leq k$, where $k$ is a positive integer, that is, $A[\leq k]$. The $\leq k$ in $A[\leq k]$ represents the time frame in which the other component is expected to rewrite the non-terminal $A$. The time frame measures the number of turn takes during a dialogue or of derivation steps. In the following example, we count the number of derivation steps each agent makes. For example, if an agent $C_1$ applies a rule of the form $B \rightarrow aA[\leq 5]$, it represents that agent $C_1$ expects the other agent $C_2$ to rewrite symbol $A$ within the next 5 derivation steps $C_2$ makes. If the other component does not rewrite the non-terminal that is expected to be rewritten within the given time frame, then the component that has the expectation starts working and applies a new rule with the same expectation. That is, if, for example $C_1$ applied the rule $B \rightarrow aA[\leq 5]$ and the component $C_2$ does not rewrite $A$ within five steps, then component now $C_1$ applies a rule $A \rightarrow aA[\leq 2]$ and expects $C_2$ to rewrite the symbol $A$ within its next two derivation steps. Let $\gamma_1 \gamma_2 \gamma_2$ be a string for some $\gamma_1, \gamma_2 \in (N \cup T)$ and let $r : A \rightarrow \alpha[\leq k]$ be a rule $r$ in a component $C_i$. Then $C_i$ derives $y$ by applying $r$ as follows: $\gamma_1 \gamma_2 \gamma_2 \Rightarrow_i \gamma_1 \gamma_2 \gamma_2 = y$. That is, $\leq k$ is not introduced into a string but only appears in $C_i$.

In our scenario where we consider assistive robots with conversational capabilities, this serves the purpose to give the older adult the freedom to react flexibly, and at the same time, ensure that the robot picks up a topic again if it’s important and has not been answered by the older adult (see Utterance 3 and Utterance 9 in Figure 1).

The following example is simplified but should give the idea of how the tree in Figure 2 is generated in cooperation.

1Note that we can just as easily count the number of turns each agent makes by defining a turn of an agent $A$ as an application of a rule of the form $A \rightarrow a$, where $a \in T$ for a given CDGS$_{exp}$ and component $A$. 
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between an agent $C_1$ (representing the robot) and an agent $C_2$ (representing the older adult). We assume that the CDGS$_{exp}$ works in a leftmost derivation fashion, that is, it always rewrites the leftmost occurring symbol in a string. We can associate to each derivation a derivation tree.

**Example 3:** Let $G = (N,T,C_1,C_2,S)$ be a CDGS$_{exp}$, where $N = \{S, PAP, BP, OP_R, OP_H, RC, TC, M_R, AP, TRI, Q_R, A_R, Q_H, O_R, F_H, C_R\}$ (that is, all labels of the inner nodes in the tree in Figure 2), $T = \{1, 2, \ldots, 10\}$ (that is, all utterances given in Figure 1) and $C_1$ and $C_2$ contain the rules shown in Figure 3 (we number all rules for easier reference):

\[
\begin{align*}
C_1 & : S \rightarrow PAP BP, \\
r_1 : PAP \rightarrow OP_R OP_H \leq 1, \\
r_3 : OP_R \rightarrow 1, \\
r_4 : BP \rightarrow RC TC M_R \leq 5, \\
r_5 : RC \rightarrow 5, \\
r_6 : A_R \rightarrow 5, \\
r_7 : TRI \rightarrow OR FH \leq 2 CR, \\
r_9 : OR \rightarrow 6, \\
r_8 : CR \rightarrow 8, \\
r_{10} : M_R \rightarrow Q_R A_R \leq 2, \\
r_{11} : Q_R \rightarrow 9
\end{align*}
\]

\[
\begin{align*}
C_2 & : OP_H \rightarrow 2, \\
r_2 : TC \rightarrow AP TRI, \\
r_3 : AP \rightarrow Q_H A_R \leq 1, \\
r_4 : Q_H \rightarrow 1, \\
r_5 : F_H \rightarrow 7, \\
r_6 : A_H \rightarrow 10.
\end{align*}
\]

![Fig. 3. The components $C_1$ and $C_2$ for the CDGS$_{exp}$ $G$ in Example 3.](image)

The robot initiates the dialogue which is represented by $C_1$ applying the rules $r_1, r_2, r_3$ in $C_1$, that is, $S \Rightarrow_1 PAP BP \Rightarrow_1 OP_R OP_H BP \Rightarrow_1 1 OP_H BP$. The symbol $1$ represents the Utterance 1 in Figure 1 by the robot. The component $C_1$ expects $C_2$ to rewrite the symbol $OP_H$ within one derivation step. The component $C_2$ rewrites $OP_H$ by applying rule $r_1$ in $C_2$, i.e. $1 OP_H BP \Rightarrow_2 1 2 BP$. The component $C_1$ applies the rules $r_4, r_5$ generating the string $1 2 3 4 5 6 7 8 9 10$, that represents the dialogue in Figure 1 and the tree in Figure 2.

In our model, expectations are not restricted to only expecting certain dialogue acts (as in the above example) but can be topic changes too.

**IV. Conclusions and future work**

We proposed a new dialogue model for assistive social robots that can allow flexible conversation flows. Our expectation mechanism can allow that dialogue goals are met, but at the same time dialogues can be diverted (for now through sudden topic change) Our hybrid model has the following additional advantages compared to sole finite state approaches or data-driven approaches for dialogue models:

- We describe dialogue as a cooperation among agents instead of only capturing the machine’s perspective.
- We gain insight into the structure of dialogues and in its formation.
- Our approach is extendable to several agents and can serve as models for human robot communication in which several robots and humans can communicate.

This paper reports work in progress and in the future we want to develop algorithms that learn how to map sets of features such as topics, dialogue acts, keywords, sequence organization into dialogue structures such as the one displayed in Figure 2. Once this is achieved, a CDGS$_{exp}$ with expectations can be generated. We are interested in further investigating how our model can handle dialogue phenomena such as misunderstandings, non-understandings or opposition. Another of our tasks is an implementation of our formal model to test its validity and limitations.

**References**


Towards measuring mental workload from facial expressions

Andre Potenza
Center for Applied Autonomous Sensor Systems (AASS), Örebro University
Email: andre.potenza@oru.se

Abstract—Multitasking is a common issue negatively impacting performance in robotic teleoperation and in particular, as we argue, in telepresence. Operating a telepresence robot typically involves engaging in a social interaction with other people who are collocated with the robot, while simultaneously having to control the robot, possibly resulting in an elevated mental workload. One way to mitigate this adverse effect is to have the telepresence robot execute certain tasks autonomously - when necessary. In this extended abstract, we discuss how mental workload measurements can contribute towards dynamically allocating tasks between user and robot, so that a high performance can be achieved, ideally throughout all ongoing tasks. To this end, we are proposing a method for estimating users’ mental workload from facial expressions via learned models.

INTRODUCTION

Remotely controlling a robot in a distant environment requires training with the control interface, and insufficient sensory input causes users to operate with limited information about the robot’s surroundings. Moreover, this control task is often accompanied by additional activities, such as social interaction in the case of robotic telepresence [1]. The result is an increased mental workload and possibly diminished situation awareness, as users may have difficulties taking in and processing all relevant information that is available to them. If the operator’s workload capacity is exceeded, this, in turn, can lead to reduced performance in one or all of the tasks being performed [2].

Indeed, some of the above-mentioned challenges can be mitigated by upgrading the teleoperated robot with capable sensors and efficient user interface design [3], by way of which a high level of situation awareness (SA) can be attained and retained with less effort [4]. However, the problem of multitasking persists regardless, and with the expectation of future telepresence robots providing enhanced actuation capabilities beyond navigation, users’ workload is projected to increase even further. We argue that one potential solution to this issue could be found in mixed-initiative adjustable autonomy [5], in which the robot can decide to reallocate a subset of its functions, if deemed necessary.

A mixed-initiative adjustable autonomy system allows both human and robot to initiate a handover or takeover of functions or entire tasks. While the human user may trigger such a shift for any reason and at any point, the robot is required to have clear, predefined and measurable criteria to decide when and which task should be reallocated.

If a given task can be performed reasonably well by both agents, i.e., human operator and robot, in at least a subset of all possible situations (e.g., navigation), it is eligible for dynamic assignment between them. In an adjustable autonomy system, we identify two primary sets of criteria for determining how the combined total of the system’s functionalities should be distributed:

1) Task-specific: If a task is eligible for automation, the robot needs to monitor its execution perpetually, regardless of which agent is currently in control of it. If the task performance falls below a preset threshold (for longer than a preset duration), its control authority may be shifted.

2) User-specific: Humans possess an intrinsic, yet variable capacity for processing information that is available to them. Human factors research involves a set of cognitive constructs that describe users’ capacity to understand and process information available to them based on a multitude of cognitive constructs. Those constructs include, among others, situation awareness (SA) [6], [7], mental workload [8], stress and fatigue.

Obviously, these two classes are not entirely exhaustive, as the difficulty and criticality of tasks may vary in dynamic environments, with implications for the preference of the respective agent being in control. That notwithstanding, for the above-mentioned use case of teleoperated robots, a combination of these two classes is required. For instance, it would not make sense to assign all tasks to the human operator just because they are better at all of them, as it could cause mental overload and consequentially result in a loss of overall system performance. Hence, a key requirement of an effective mixed-initiative adjustable autonomy system is a reliable evaluation of users’ mental states.

Here, we discuss two constructs from the human factors and ergonomics research and their suitability as metrics for monitoring of the operator state.

HUMAN FACTORS MEASUREMENT

As a cognitive construct, SA plays a vital role in automation - particularly when it comes to deciding on the appropriate level of automation (LOA) of a task or functionality. In fact, SA, together with mental workload, are typically in a complex interplay with the LOA and the impact on all three of these factors needs to be carefully considered when designing a system [9]. As a general rule of thumb, both workload and SA can be expected to decrease as the LOA is increased. While a low level of workload is in most cases desired, a low level of SA can be detrimental to system performance, as automation is often imperfect and expected...
to fail in some situations. When this happens, a high degree of maintained SA allows users to assess the situation quickly and take appropriate measures to guide the system back to a nominal state.

While its relevance in system design is well established, its essence and the ways in which it is commonly measured [10] are very closely related to task performance rather than the operator’s general mental state. As such, it does not add much information to our user-specific criteria class. Since measurement of the operator state should be unintrusive, implicit and objective, for this purpose it appears worthwhile to examine mental workload more closely.

Mental workload is a well-studied cognitive concept, researched in a variety of areas ranging from cognitive psychology to applied sciences such as user design. Yet, and even though almost everybody has an intuitive idea of what it denotes, there exists no single universally accepted definition of it in the literature [8], [2]. For most purposes, it could be described as the relative degree to which an individual’s personal mental processing capacity is exhausted by the entirety of the mental processing that they are performing at a given time. Thus, if their capacity is exceeded and another task occupying the same mental resources is added, the performance in at least one of the currently performed tasks is expected to decline. In fact, it has been shown and is worth noting that tasks of disparate nature (e.g., spatial vs. verbal, visual vs. auditory) do not necessarily occupy the same attentional resources and may be performed simultaneously without interfering with one another [11].

In experimentation, a common way of recording subjects’ workload is subjective self-reports at several points throughout an experiment. Arguably the most widely used tool for such reports is the NASA-TLX (Task Load Index) questionnaire [12], which allows subjects to rate perceived task difficulty and workload across multiple dimensions.

On the other hand, various physiological measures have been used to estimate workload objectively [13], ranging from slightly invasive (e.g., heart rate variability [14], skin conductance etc.) to more invasive (EEG [15]). While some of these methods have shown success, they lack practicability for casual users of telepresence robots. Since in any telepresence robot a camera is recording the operator’s face by design, we intend to investigate the possibility of estimating users’ workloads from facial expressions.

**Proposed Method and Experiment**

In recent years, deep neural networks have been applied to detect a variety of features from facial expressions, such as emotions [16], gender and age [17], arousal, etc.

In the proposed experiment we plan to have participants perform mental tasks of varying difficulty levels and intermittently report their experienced workload levels via the NASA-TLX [12]. Throughout the experiment, their faces are recorded with a regular RGB camera. From the collected time series data (video footage) and the reports serving as ground truth, we will train a recurrent convolutional neural network [18] whose purpose will be to classify the workload of individuals over time series segments.

**Conclusion and Future Outlook**

In teleoperation, automation should be partial and selective, dynamically adapting to the current user’s condition, skills and needs. We have discussed the two broad means based on which performance can be evaluated - task-specific or user-specific. The latter type, if measured accurately enough, can function as a support for autonomous decision making in overall task allocation between human and robot. For mental workload, several different approaches exist as they can be either subjective or objective, as well as more or less invasive. In this paper, we argued for an approach that better suits the typical requirements found in telepresence robotics. This is what we aim to investigate in an upcoming user study.
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Multimodal Robot Feedback While Learning a Novel Cognitive Exercise From a Human Teacher

Aleksandar Taranović

Abstract—Socially-assistive robots could help their users in essential daily activities. However, teaching these tasks to a robot usually requires domain-specific robot programming, and hence substantial time investment. User-oriented methods for teaching robots can accelerate the learning process. The robot should disclose obtained knowledge and understanding of the new skill while learning it. Moreover, the robot should inform the teacher what additional instructions are necessary. This paper proposes adaptation of the robot feedback to a human teacher through the use of different robot modalities in the context of cognitive therapy.

I. INTRODUCTION

Socially-assistive robotics has the potential to improve the quality of life for various groups of people [1]. For example, robots can provide cognitive therapy that slows down the cognitive decline of people with dementia. However, the interaction must feel natural and meet the expectations of the user. Otherwise, the robot does not serve its purpose. This paper outlines the use of robot modalities while a human is teaching it a new skill, and how to exploit the multimodal character of the interaction in this context. Moreover, the focus is on adapting the use of robot modalities when the robot provides feedback to lay users that are teaching it a new cognitive exercise.

People have different teaching styles [2]. Therefore, we should design robots that adapt to account for these differences. The robot should provide feedback to human teachers so that they can comprehend the robots understanding of the task. In this paper, the focus is on teaching robots new cognitive exercises because it is beneficial for people to perform diverse exercises since it minimizes their boredom due to repetition.

II. COGNITIVE THERAPY

Alzheimer’s disease and other types of dementia affect an increasing number of people [4], and robots can assist in providing cognitive therapy [5]. One type of therapy are exercises that stimulate different parts of the brain. For instance, memory is trained using exercises of recalling objects from sequences (Fig. 1) that usually have minor differences among them. For example, the user needs to sort a set of objects in a predefined sequence. Performing the exercise multiple times with the same shapes can be boresome. Therefore, the exercises could engage more if different sets of shapes are used. However, the change of shapes requires reprogramming of the robot behavior, and that process commonly requires the involvement of a robotics expert. Similarly, if the rules of sorting the sequence are modified, it would require additional programming by the expert.

III. USER-CENTERED ROBOT TEACHING

Multiple algorithms have been developed for teaching robots new skills and for robots to interactively learn [6]–[9]. Amershi et al. [10] show that human teachers improve the efficiency of learning algorithms and also create systems that are more adapted to the needs of its users.

The robot should track the state of the environment and the user when it receives instructions. Moreover, it should create a policy based on those instructions. The robot should disclose its perception of the environment, provided instructions, and the learned policy. However, the manner of interaction influences the teacher, and the robot should be careful not to provide feedback that can misguide the teacher. Therefore, the robot must provide relevant information in the manner most suitable for the particular teacher. The robot should track and estimate which types of interaction provide optimal teaching experience that is defined as successful, fast and enjoyable for the human teacher. Teaching is successful if the robot learns the desired policy, and it is enjoyable if the human labels it as enjoyable in post-task assessments. Moreover, the robot can use emotion recognition algorithms to detect and track the enjoyment of the teacher during the teaching process.

Interaction can be unsuccessful because the teacher misunderstood feedback from the robot. This situation is detected
if robot’s perspective about the task is unchanged after the repeated teacher’s explanation. In this case, the robot should provide feedback in another manner, using different modalities. Moreover, the failure of the former feedback should influence modality choices in the future by labeling those modalities as less preferable.

The robot may misunderstand the instruction of the teacher. After additional explanations, the robot obtains the correct description of the tasks. Moreover, if possible, the robot should disclose how it came to the wrong conclusion. This can be accomplished by evaluating previous instructions, and if any of the instructions does not fit the new perception of the task, the robot should inform the teacher.

Robots interact using different modalities. Depending on the situation and the user, some are more appropriate than others [3]. If the robot detects strong ambient noise, it should not rely on verbal communication. Similarly, if the user has a hearing impairment the verbal interaction is not suitable. While robots can have diverse modalities, most common are speech, visual, and gestures.

Verbal communication is common among humans; however, the intricacies of languages are challenging for machines to understand, and hence act upon. Therefore, providing adequate feedback minimizes the ambiguity on both sides of the interaction. Several commercially available robots, including Pepper and Baxter, have a built-in display. Through this type of devices, the robot can provide rich visual information—e.g., a picture of a relevant object in a cognitive exercise. Gestures are another modality that can convey information, and they are especially suitable for providing spatial information because the robot can divert user attention towards an object of interest using pointing gestures. In some situations, a gesture augmented with a verbal command can provide a better quality of interaction than the unimodal interaction with only one of those modalities.

IV. TEACHING A COGNITIVE EXERCISE

In this paper, an example of a sequential memory exercise (Fig. 1) is used to illustrate the process of teaching the robot a cognitive exercise. The user is initially informed about a sequence of objects (e.g., the robot says object names), that need to be sorted in the same order. This exercise should stimulate the memory recall. In the example in Fig. 1, the objects are round tokens with different shapes printed on their top side. This robotic system can speak, perform gestures with its robotic arm, and show visual information on its display. A similar version of the aforementioned exercise requires that the user sorts the objects in the reversed order, by first selecting the last objects from the initial sequence, etc.

The teacher can explain the rules interactively. Depending on the exercise stage, the teacher can give some information, and ask the robot to perform a part of the exercise. Another way is performing one or more complete exercises correctly and then asking the robot to repeat. The robot generates a policy based on those demonstrations. While the robot is performing the exercise, the teacher gives feedback that guides the robot towards the correct policy.

If the robot is unsure as to which object the teacher is referring, it can point towards possible objects, or say a relative description. The choice of a modality the robot uses can depend on the modality that the teacher used. For example, if the ambiguity is because the robot was not capable of discerning towards which object the teacher was pointing, it can also use gestures. However, the robot could show the pictures of the possible objects, and ask the teacher to select the correct one. The current state of the environment and the users must be considered. For example, if the teacher is not looking towards the robotic arm, the robot may not want to influence the teacher to divert her or his gaze, hence the robot should avoid using this modality under the mentioned circumstances. Furthermore, the history of previous interactions should be a key factor when deciding which modality to use.

V. CONCLUSION AND FUTURE WORK

Modality adaptation is an important aspect of human-robot interaction. During robot teaching, the goal is to enable the human teachers to instruct the robot in a manner most natural to them while the robot provides them adequate feedback about its reasonings. This is important for having a high-quality learning process. In this paper, the adaptation of modality use when providing feedback is outlined.

In future work, user-centered robot teaching will be implemented and evaluated with user-studies with caregivers as teachers. The focus of the evaluation will be on the usefulness of the system and the quality of the interaction [11]. Furthermore, the teaching methods should also be evaluated on other use-cases that could improve the quality of life for older adults, in the line of the goals of the SOCRATES project.

ACKNOWLEDGEMENT

This work was supported by the SOCRATES project funded from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 721619 and by the Spanish State Research Agency through the María de Maeztu Seal of Excellence to IRI (MDM-2016-0656).

REFERENCES


Are you playing with me? On the importance of Detecting and Recovering Disengagement in Mild Dementia Patients playing Brain-Training Exercises

Antonio Andriella

Abstract — The ability to automatically detect disengagement in a human-robot interaction can improve the overall quality of interaction in term of acceptance and effectiveness. Several cases of study have been conducted on this topic but none of them seems to be exploring how such application could benefit older adults with mental impairments. In this positional paper, we evaluate the benefit of combining two of the four Observational Measurement of Engagement(OME) indicators and contextual information to detect disengagement in older adults affected from Mild Dementia and Alzheimer playing a brain-training exercise. Moreover, we empower a robotic system of a repertory of re-focus strategies in order to re-engage the patient once a disengagement is detected.

I. INTRODUCTION

In human-human interaction, engagement is defined as “the process by which individuals in an interaction start, maintain and end their perceived connection to one another” [1]. Engaging older persons with dementia in appropriate activities has been shown to yield beneficial effects such as increasing positive emotions, improving activities of daily living (ADL) and improving the quality of their life [2]. Cognitive training is based on a set of standard exercises designed to reflect particular cognitive functions; usually the therapist sets different range of difficulty levels within the standard set of tasks to suit the individuals level of capability. In this work, we propose the Syndrom KurzTest (SKT). The SKT is a short test for assessing cognitive impairment of memory and attention [3].

One perspective to explore engagement in HRI is to investigate the automatic prediction of engagement. The main idea is to predict disengagement behaviors in real-time, so the robot can provide recovering mechanisms to keep the user engaged and eventually re-engage him. To this end, several solutions have been proposed combining different features. Castellano et al. [4] focus their work on collecting task-related features and social interaction cues trying to address the issue related to robustness in real-world scenarios. Nakano et al. [5] propose an engagement estimation method that detects the users disengagement gaze patterns. Rich et al. [6] develop and implement a computational model for recognizing engagement between a human and a robot. Szafir et al. [7] design adaptive agents that monitor student’s attention in real time using measurements from electroencephalography (EEG).

The research on (dis)engagement detection has seen substantial advancements during the recent years. However there is still a considerable lack of experimental work focused on targeting persons affected by Mild Dementia and Alzheimer Disease. The study of how to automatically detect engagement is a necessary foundation for the development of non-pharmacological interventions for individuals with dementia, whether the interventions address depression or boredom. In the proposed scenario, we assume that the disengagement can be caused by the patient’s lack of interest or negative attitude toward the task. The detection of disengagement of persons with dementia is expected to help such persons by increasing interest and his overall positive attitude.

In this positional paper, we attempt to fill the current gap by proposing a possible method aimed to potentially detect disengagement with older mentally impaired adults through a brain-training exercise. Our approach is based on the Observational Measurement of Engagement(OME) indicators, which were developed to specifically assess, within a certain subject, each level of engagement: attention, attitude, duration and refusal [8].

II. BRAIN-TRAINING EXERCISE SCENARIO

In this work we present a brain-training exercise based on a subset of the SKT. The goal of the test is to sort $n$ tokens in ascending order on the board as quickly as possible and with the minimum amount of mistakes. An embodied robotic system, employed by a caregiver, is able to provide several levels of assistance on the base of the user performance and the state of the game combining different interaction modalities (speech and/or gesture). The assistance levels, as defined in [9] are:

(a) Robot provides help  (b) User makes a move

Fig. 1: User is playing SKT with the robot’s support.
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• encouragement, in which the robot encourages the user to move a token;
• suggest subset, in which robot tells and points in the area of the solution;
• suggest solution, in which the robot tells and points the correct token;
• offer correct token, in which the robot gives the correct token to the user.

Figure 1 shows an example of interaction between the robot and the user.

III. SUGGESTED METHOD

A. OME Indicators and Contextual Information

We propose an extension to our previous work [10] adding a Disengagement Module which will be able to assess patient’s disengagement based on OME indicators and contextual information. We decide to use only attention and attitude since we believe they are the most effective in this specific scenario. We define a stimulus as one of the assistance levels provided by the robot as defined in [9]. Each indicator is defined on a four-point scale: i) not attentive, ii) somewhat attentive, iii) attentive, and iv) very attentive. The specific outcome variables of the OME are defined as follows:

a) Attention: It is computed as the amount of time a participant looks at the robot and the board during the stimulus. The measurement starts as soon as the robot engages the user. To track the user’s gaze we decide to use OpenFace 1. We can define the percentage of time spent by the user focusing on the stimulus as:

\[
attention = \frac{(T_b + T_r) \times 100}{Tot_{stim}}
\]

where \(T_b\) is the time spent from the user on the board and \(T_r\) is the time spent by the user looking at the robot. \(Tot_{stim}\) is the total time of the stimulus \((T_b+T_r \leq Tot_{stim})\). The outcome of this measure will be mapped on the four-point scale defined before.

b) Attitude: It is measured observing the user non-verbal expressions and it can be computed based on the concept of valence. To compute this value, we use Affectiva 2. Here the valence metric likelihood is calculated based on a set of observed facial expressions 3. We can define attitude as follows:

\[
attitude = \arg \max_{i=1} \{perc_{attitude-scale_i}\}
\]

where \(perc_{attitude-scale_i}\) is the percentage of time the valence is on a defined point scale. At the end of an assistive action (stimulus) of the robot, one of the four point-scale is selected according to Eq. 2.

In this specific scenario is a primary aim of the robot to keep the user engaged in providing him with enough assistance in order to complete the game. Increasing the level of assistance could result in a loss of engagement by the patient since the task will be performed almost entirely by the robot. On the other hand, the selection of a lower level of interaction may result in insufficient assistance by the robot. This could mean the patient feeling frustration for not having achieved the goal or discouragement for having spent too much time to complete it.

We expect that the users engagement with the robot is both influenced by the task the user has to accomplish and the interaction with the robot. Moreover, we also expect that the different levels of assistance provided by the robot affect the different user’s behaviors. For this reason, we include also the contextual information in the form of user performance as a parameter for deciding which action to perform in order to re-engage the user as soon as a disengagement is detected.

In particular we define the user performance in state \(e\) after an action of engagement \(e\) provided by the robot as:

\[
user_{perf}(e, s) = user_{move}(e, s) \times game_{diff}(s)
\]

where \(game_{diff}(s)\) is the current game difficulty in state \(s\) (computed based on the current state of the game and the user cognitive impairment) and \(user_{move}(e, s)\) is the outcome of the performed user move after an action of engagement \(e\) in state \(s\). In other words, the harder is the game and the lesser is the level of assistance provided, the bigger will be the \(user_{perf}(e, s)\) value.

B. Disengagement Re-focus Strategies

The disengagement module for each state \(s\) computes a value defined as follows:

\[
(dis)eng(s) = \alpha \times attitude(s) + \beta \times attention(s)
\]

where \(\alpha\) and \(\beta\) are weights for the two indicators. Those weights are important for analyzing the effect of each parameter separately and try to fine-tune the behavior of the developed module. Additionally, some studies point out how the effect related to ageing can affect the intentional display of facial emotions and the possibility of detecting unintended emotions [11]. So attitude, that is based on valence, can be ambiguous.

If a disengagement is detected, the robot based on the \(user_{perf}(e, s)\) value will evaluate which action to perform. To this end, it has been empowered with a repertoire of re-focus strategies in order to re-engage the user. The robot can:

- analyze the current user behavior and provide a more tailored support based on the current user performance (accuracy) and the time to perform the correct move (efficiency)
- re-engage the user providing the same assistance but with different modalities (using only speech or combining speech and gestures)
- alert the caregiver of the user’s behavior asking him to intervene.

The module will provide at the end of the test session an accurate report of the user’s total reaction time and number of mistakes.

---

1https://github.com/TadasBaltrusaitis/OpenFace
2https://www.affectiva.com/
3https://developer.affectiva.com/metrics/
IV. CONCLUSIONS

In this position paper, we evaluate the benefit to use a Disengagement Module in a brain-training exercise in order to detect people lack of attention and attitude toward the task. Combining user gaze direction, non-verbal features and contextual information, a robotic system will be able to evaluate the patient (dis)engagement and if it will deem it appropriate, it will try to re-engage it through a repertory of re-focus strategies.

As future work, we plan to validate the module in a real scenario. The main objective will be to evaluate the contribution of all OME indicators in the detection through questionnaires and videos analysis.
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Increasing the Understanding between a Dining Table Robot Assistant and the User*

Samuel Olutunji, Tal Oron-Gilad, Yael Edan

Abstract—This study is a preparatory stage of a larger study intended to increase the understanding between a dining table robot assistant and the user. The users are expected to be older adults who need assistance in their daily lives but the study begins with investigating the level of understanding with younger adults with the intention of comparing the interaction with older adults in further studies. The aim of the experiment is to identify the most appropriate mode of communication from the robot which will convey the state of the interaction between the user and the non-humanoid robot. The results of the present study reveal that voice feedback from the robot aids better understanding of the state of interaction compared to visual feedback in the absence of background noise while the visual feedback aids better understanding in the presence of noise. Even though most of the users had an opaque understanding of the interaction with the robot while using the voice feedback mode, the results point to the possibility of obtaining better understanding if both feedback modes are combined, to highlight the advantage of each modality, and the content of the information provided is improved. The study is the initial step towards a design framework for improving the understanding between a socially assistive robot (such as a table setting robot) and the user.

I. INTRODUCTION

Socially assistive robots (SARs) are a possible solution to bridge the elder care gap [1], which is defined as the dearth of caregivers and healthcare professionals available to cater for older adults [2]. SARs can assist older adults in some activities of daily living such as meal setting [3]–[5]. This constitutes a form of human-robot interaction (HRI) where older adults are expected to interact with a robot serving as a dining table robot assistant. One of the challenges involved in this interaction which this study intends to address, is the mismatch commonly observed in the user’s understanding of the state of the robot relative to the robot’s actual state. This mismatch could lead to misuse – if the user over-relies on the robot, or disuse – if the user under-utilizes the robot [6]. In the sensitive setting of elder care, such consequences can significantly degrade the quality of user-robot interaction. The research addresses the following question: which information presentation mode from a non-humanoid table setting robot effectively communicates the state of the interaction to the user?

II. LITERATURE REVIEW

Optimal robot performance and user experience during human robot interaction (HRI) are important aspects that define quality of interaction [7]. Understanding the robot’s state is a crucial link in the metrics of assessments which needs to be taken into consideration [8]. Understanding in the context of HRI can be described as the extent to which a human and a robot have adequate knowledge about each other’s state to be able to successfully interact with each other [9]. Communicative actions could be sent from the user to the robot or vice versa in form of instructions or feedback [10]. These communicative actions when presented in the most comprehensible form promotes understanding which leads to a successful interaction of the user with the robot [8], [11]. It is a form of bidirectional presentation of information where the instructions could originate from the user or robot, encoded in a specific mode or multimode (such as visual, audial or gestural) and decoded through various mode recognition or perception techniques (such as GUI, speech or gesture recognition mechanisms) [12]. This bidirectional communication keeps both parties aware of the factors underlying each other’s actions and allows them to correct erroneous factors that each may have [13]. Successful bidirectional communication between the robot and the human supports transparency of the interaction, team performance and trust in the automation [13]. The extent to which the human understands the robot’s communicative action can be referred to as states of understanding as used by Clark and Schaefer [14] and further elaborated by Doran et al. [11] as presented in Table I.

<table>
<thead>
<tr>
<th>States of Understanding</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opaque</td>
<td>Recipients perceive the inputs and outputs of a system without knowledge of how the input is mapped to the output.</td>
</tr>
<tr>
<td>Interpretable</td>
<td>Recipients perceive not just the inputs and outputs of a system but can also observe all the details that produced the output from the input. Understanding the details that map the input to the output usually requires the user to have background knowledge of the data and domain.</td>
</tr>
<tr>
<td>Comprehensible</td>
<td>Recipients perceive the inputs and outputs of a system and can also comprehend the meaning and relationship between the input and output. Symbols and words are often encoded in the system with a knowledge base that can help the user relate the input to the output.</td>
</tr>
</tbody>
</table>

Several studies have explored different modalities through which a robot may express its state to the user. These modalities include buzzers, light projections, motion [15], gestures, facial expressions, body language [16], speech [17] and augmented reality [18]. The choice of modality to use is strongly predicated on the several factors which particularly includes the type and capability of the robot [15], context of use and noise conditions [7], [11]. Noise has been observed in
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existing studies to corrupt the accurate interpretation and comprehension of information communicated to recipients [9]. This study hypothesizes that there will be an interaction between the mode of feedback and background noise. A second hypothesis is that visual feedback will influence a higher level of understanding in the presence of background noise, while voice feedback will do so in quiet environments. Extensive user studies are required to explicitly identify the most appropriate mode of communication that will promote understanding in the case of socially assistive robots that have no semblance of human morphological features such as the meal setting robotic arm used in this study.

III. METHODS

A. Overview

There are four groups in the study. The groups consisted of different combinations of feedback modes and noise. The feedback was provided by the robot to give the user information on the status of the interaction while the noise was simulated to depict typical noisy settings. Participants were asked to give voice commands to the robot to perform a pick and place task similar to what would be required in setting utensils and food items on a dining table. Objective and subjective measures were taken to assess the understanding the users had regarding the state of the interaction based on the feedback given by the robot. The overall experience with the robot was also assessed. The study took place at the intelligent robotics laboratory, Ben-Gurion University of the Negev, Israel.

B. Apparatus

The dining table robot assistant used was a robotic arm – KUKA iiwa (Intelligent Industrial Work Assistant) LBR (Lightweight Robot) with seven DOF (Degrees of Freedom). The KUKA enables fast development and integration of devices, using Robot Operating System (ROS) [19]. It is a lightweight robot for industrial applications that is designed for safe close cooperation between human and robot on highly sensitive tasks [20].

C. Participants

A convenience sample of sixteen people participated in the experiment (6 Females, 10 Males) aged 21-57 (mean 29.2 years). The intention is to experiment first with younger people who are more readily accessible and then proceed to use the lessons learned for the experiment involving older adults. There were 8 participants with Engineering background while the other 8 were from other disciplines. Each participant completed the study separately at different timeslots, so there was no contact between participants.

D. Experimental Design

The experiment was set as a between-participant factorial design with manipulations of feedback and noise conditions as independent variables. The feedback modes used were voice and visual feedback modes while the noise manipulation was a condition with the presence of an alarm noise in the background and without it, as illustrated in Table II. Participants were assigned randomly to one of the four groups. Each participant had either voice or visual feedback in the presence or absence of noise based on the group assigned. The visual feedback was in the form of a display on a screen situated near the robot displaying ‘Good Work’ on a green background when the robot sensed the voice command given by the participant and was moving as commanded. The display showed ‘Not Done’ on a red background when the robot was yet to carry out the commanded task or could not carry out the commanded task. The feedback information stayed on the screen till the next command was issued and the next feedback information related to the new command was displayed. The voice feedback gave the same information but in the form of a simulated human voice which was given repeatedly at specific intervals till the next command was issued. The noise effect was implemented in the form a repetitive rhythmic alarm sound in the background at approximately 55dB. The alarm was switched off in the groups without noise, and the sound level in the lab was maintained at approximately 35dB. The sound level of the voice feedback was at approximately 60dB such that the participants could hear the voice feedback well above the alarm noise.

![TABLE II. EXPERIMENTAL GROUPS](image)

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Alarm Noise</th>
<th>Group A</th>
<th>Group B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice</td>
<td>Present</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual</td>
<td>Absent</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

E. Experimental task

Participants were assigned a task which consisted of two trials: The first trial was to give voice commands to lead the robot to pick and place pre-arranged fruits into a bowl while the second trial was to give voice commands to the robot to pick cups and arrange them in a predefined configuration (Fig. 1). The trials were counterbalanced between participants. It was designed using a Wizard-of-Oz technique where the users’ commands were translated to the robot’s motion in real time via the keypad of the robot by an experimenter.

F. Procedure

At the start of the experiment, the participants were asked to fill a consent form which described the experiment and what the participant was required to do. The participants were then asked to complete a pre-test questionnaire which included some demographic information, a Technology Adoption Propensity (TAP) index [21] and a Negative Attitude toward Robots Scale (NARS) [22]. The robot was then introduced to the participants as their table setting robot assistant who could carry out their commands to set items on the dining table. An instruction set of 8 commands was given to the participants to control the robot as described in Table III. Participants were asked to command the robot to accomplish the two trials described in the experimental design. Post-trial questionnaires were administered after each trial and a final questionnaire at the end of the experiment to assess the subjective experience with the robot assistant.
TABLE III. SET OF COMMANDS TO CONTROL THE ROBOT

<table>
<thead>
<tr>
<th>Command</th>
<th>Action of the robot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>Moves towards the negative x axis</td>
</tr>
<tr>
<td>Right</td>
<td>Moves towards the positive x axis</td>
</tr>
<tr>
<td>Forward</td>
<td>Moves towards the positive y axis</td>
</tr>
<tr>
<td>Backward</td>
<td>Moves towards the negative y axis</td>
</tr>
<tr>
<td>Up</td>
<td>Moves towards the positive z axis</td>
</tr>
<tr>
<td>Down</td>
<td>Moves towards the negative z axis</td>
</tr>
<tr>
<td>Open</td>
<td>Opens the gripper</td>
</tr>
<tr>
<td>Close</td>
<td>Closes the gripper</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

The results obtained from the objective and subjective measures are presented in the following subsections.

A. Demographics

There was an equal distribution of participants within the 4 groups. The participants were mostly acquainted with the use of innovative technologies. On a scale of 1 (strongly disagree) to 5 (strongly agree), the TAP index reveals that most of the participants are optimistic about technology providing more control and flexibility in life (mean = 4.09, SD = 0.86). The NARS reveals that the participants do not have negative feelings about situations in which they interacted with a robot (mean = 2.14, SD = 1.2).

B. Objective Measures

The objective measures were the average time it took participants to complete the task (in seconds) and the average number of errors made by the robot while being commanded to pick and place the items. The independent variables for the experiment were the manipulations of the feedback mode and presence of noise. The dependent variable is the level of understanding the user has regarding the state of the interaction.

The average time it took participants to complete the task (consisting of both trials) in the experiment was 369 seconds (SD = 82 seconds). In the presence of the background noise, participants with visual feedback (group C) spent the shortest time on the tasks (mean = 327 seconds, SD = 16.84 seconds). In the absence of the background noise, participants with voice feedback (group A) spent shorter time on the tasks than participants with visual feedback (mean = 364 seconds, SD = 30.01 seconds). This is presented in Fig. 2. It is assumed that the longer it took the participants to complete the tasks, the less understanding they had regarding the interaction based on the feedback given by the robot.

Participants with the voice feedback in the absence of noise (Group B) experienced the least number of errors (mean = 1, SD = 0.82) while participants with visual feedback in the presence of noise encountered the highest number of errors (mean = 2, SD = 1.63). The error values are indicated in Fig. 2 (in purple). It is assumed that less errors indicated to some extent that the participants had a good understanding of the interaction based on the feedback provided by the robot.

B. Subjective Measures

The experience of interacting with the table setting robot is presented in Fig. 3. Only 2 (13%) of the participants considered the robot as understandable. These were in the groups with voice feedback. The subjective rating of the level of understanding the users in each of the groups have regarding the state of the interaction is presented in Fig. 4. The groups with voice feedback had more participants who understood the robot’s feedback at an opaque level. There is a high possibility that their level of understanding was affected by the presence of noise since there were some participants with voice feedback in the absence of noise whose subjective ratings indicate a comprehensive understanding of the information the robot was communicating.

In the absence of the background noise, participants with voice feedback (group A) spent shorter time on the tasks than participants with visual feedback (mean = 364 seconds, SD = 30.01 seconds). This is presented in Fig. 2. It is assumed that the longer it took the participants to complete the tasks, the less understanding they had regarding the interaction based on the feedback given by the robot.

Participants with the voice feedback in the absence of noise (Group B) experienced the least number of errors (mean = 1, SD = 0.82) while participants with visual feedback in the presence of noise encountered the highest number of errors (mean = 2, SD = 1.63). The error values are indicated in Fig. 2 (in purple). It is assumed that less errors indicated to some extent that the participants had a good understanding of the interaction based on the feedback provided by the robot.

IV. RESULTS AND DISCUSSION

The results obtained from the objective and subjective measures are presented in the following subsections.

A. Demographics

There was an equal distribution of participants within the 4 groups. The participants were mostly acquainted with the use of innovative technologies. On a scale of 1 (strongly disagree) to 5 (strongly agree), the TAP index reveals that most of the participants are optimistic about technology providing more control and flexibility in life (mean = 4.09, SD = 0.86). The NARS reveals that the participants do not have negative feelings about situations in which they interacted with a robot (mean = 2.14, SD = 1.2).

B. Objective Measures

The objective measures were the average time it took participants to complete the task (in seconds) and the average number of errors made by the robot while being commanded to pick and place the items. The independent variables for the experiment were the manipulations of the feedback mode and presence of noise. The dependent variable is the level of understanding the user has regarding the state of the interaction.

The average time it took participants to complete the task (consisting of both trials) in the experiment was 369 seconds (SD = 82 seconds). In the presence of the background noise, participants with visual feedback (group C) spent the shortest time on the tasks (mean = 327 seconds, SD = 16.84 seconds). In the absence of the background noise, participants with voice feedback (group A) spent shorter time on the tasks than participants with visual feedback (mean = 364 seconds, SD = 30.01 seconds). This is presented in Fig. 2. It is assumed that the longer it took the participants to complete the tasks, the less understanding they had regarding the interaction based on the feedback given by the robot.

Participants with the voice feedback in the absence of noise (Group B) experienced the least number of errors (mean = 1, SD = 0.82) while participants with visual feedback in the presence of noise encountered the highest number of errors (mean = 2, SD = 1.63). The error values are indicated in Fig. 2 (in purple). It is assumed that less errors indicated to some extent that the participants had a good understanding of the interaction based on the feedback provided by the robot.

B. Subjective Measures

The experience of interacting with the table setting robot is presented in Fig. 3. Only 2 (13%) of the participants considered the robot as understandable. These were in the groups with voice feedback. The subjective rating of the level of understanding the users in each of the groups have regarding the state of the interaction is presented in Fig. 4. The groups with voice feedback had more participants who understood the robot’s feedback at an opaque level. There is a high possibility that their level of understanding was affected by the presence of noise since there were some participants with voice feedback in the absence of noise whose subjective ratings indicate a comprehensive understanding of the information the robot was communicating.
Both the objective and subjective results reveal that visual feedback from the robot aided a better understanding of the state of interaction compared to voice feedback in the presence of background noise whereas participants experienced better understanding with the voice feedback when the noise was absent. Both feedback modes can therefore be combined to create an improved communication mode rather than utilizing voice feedback as the only communication mode.

The subjective experience of the participants revealed that 75% of the participants have just an opaque understanding of the interaction, despite their positive TAP scores and irrespective of the feedback mode being used. This therefore brings to the fore, the possibility that the content of information being displayed or spoken in words may have been insufficient to convey a comprehensive level of understanding of the information being presented by the robot. Three levels of information content could be displayed or voiced out which are connected with presenting what the robot is doing, the reason for the action(s) and consequence(s) of the action(s) [23]. In this study, only the state of the interaction (level 1) was displayed. Future work to improve the understanding will entail varying the content of the feedback to include the reason for the robot’s actions (level 2) and the consequences of such actions (level 3). These studies will also be conducted with more participants to provide sufficient data for standard statistical significance tests.

V. CONCLUSION

The study revealed that the voice feedback mode used in the interaction between a table setting robot assistant and the user aided better understanding of the interaction state compared to the visual feedback in the absence of background noise. Visual feedback provided better understanding than voice feedback when noise is present. This gives insight for the next stage of the research which would include testing the combination of both feedback modality modes and varying the content of the information being provided to further improve the user’s level of understanding.
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Service Assistant to Support the Elderly with Mobility Issues

Truong Giang Vo\textsuperscript{1} \hspace{1cm} Simone Kilian\textsuperscript{2}

\textbf{Abstract}—The Care-O-bot 4 was developed at Fraunhofer IPA as a general purpose mobile service robot. In a continuous effort of exploiting its modularity and potential, we decided to develop new robots with Care-O-bot 4 as a basis. This paper details the process of developing the possible design of such a robot. In this particular case, the robot is envisioned as a mobile companion which is able to help the elderly with their mobility in domestic environment.

\textbf{Index Terms}—elderly care, mobile robot, service robot, hardware design, concept design

I. INTRODUCTION

In the last few decades, according to the nursing homes and elderly-care facilities, the average age of newly admitted residents has been increasing. Presently, the average age for new residents has reached 85 years. It is a known fact that the elderly would like to stay at their own homes as long as possible. However, living at home without constant care and observation might carry a certain risk of unattended emergency, especially for those who live alone. One of the common risks for the elderly is falling due to their frailness and difficulty in walking. For such a reason, we decided to develop a mobile service robot which can assist the elderly mobility at home, thus elevates the risk of falling. The robot should also be able to observe the elderly in domestic settings to alert responsible people in case of an emergency.

In recent years, there have been several researches, concepts as well as products focused on the mobility-assisted application. They were developed to cater different age groups in different settings. For example, Ottobock’s Xeno is an reconfigurable electrical wheelchair for immobile patients\textsuperscript{1}. iBOT\textsuperscript{2} is another example of electrical wheelchair, which claims to be able to move up and down staircases. Beside wheelchairs, there are also electrical rollators available in the market, such as Triumph Mobility’s Rollz Motion\textsuperscript{3} and eMovements’ ello\textsuperscript{4}. From the traditional wheelchairs and rollators, these products evolved and became smarter, more complex and now have more functionality in general. However, they mostly cater for outdoor activities, and do not have observing function.

On the other hand, there are also researches which focused on the monitoring aspect of elderly care. For instance, Mobina\textsuperscript{5} is a mobile communication platform which can detect emergency situation and contact the responsible personnel. Accompany project\textsuperscript{6} is another example of using mobile service robot as a companion in domestic environment, where the robot, Care-O-bot 3\textsuperscript{7} in this particular case, can assume not only assistive but also preventive functions.

Contrary to the aforementioned products and researches, which either monitor or support the users, we envision the scenario where our robot could constantly monitor the well-being of the users, and assist their mobility only when they need it. In other words, we emphasize on letting the elderly to keep walking by themselves as much as possible, and the robot would always be by their sides and assist if necessary. Furthermore, we also place more importance into the observing capability of the robot, such that it can immediately response if incidents happen, especially in domestic settings, when the users are alone.

At Fraunhofer IPA, we had developed Care-O-bot 4\textsuperscript{8} (Fig. 1, a modular service mobile robot for general purpose. The base of the robot is a modular omni-directional mobile platform, which has 3 laser-scanners with 360° coverage. It also has its own computer with navigation and collision avoidance software modules integrated. As a continuous effort of exploiting the modularity of Care-O-bot 4, as well as expanding its applications in different scenarios, we intended to make use of its mobile platform as a basis, and adapt other parts to meet the requirements of this particular application of mobility assistance and monitoring.

II. SCENARIO

We created a persona, Agnes, to illustrate the application of our robot. Agnes is an 82 year old lady who is living independently in a small flat. She is mobile, but frail with a

\textsuperscript{1}Truong Giang Vo, Robot & Assistive Systems, Fraunhofer IPA, Germany, truong.giang.vo@ipa.fraunhofer.de
\textsuperscript{2}Simone Kilian, University of Design Schwäbisch Gmünd, Germany, simone.n.kilian@outlook.de
risk of falling so she has been given a walking frame; however, she rarely uses it inside the apartment. Lately, some critical situations have occurred where Agnes lost her balance and almost fell. Additional assistance to support her at home was obviously required.

Agnes decided to rent a robot companion to support her 24 hours a day. As the robot is with her all the time, it is able to work with her at her own pace. To assist her mobility, the robot moves with her around her flat, and she is able to steady herself by holding on to it, sit on it if necessary or put objects onto the robot to get them transported. The robot is also able to detect emergency situations and trigger an alert either for her daughter or an emergency center (e.g. if she does not emerge from the bathroom within a set period of time or she has fallen).

III. User Study

In order to verify the scenario, and identify the actual needs and opinions of the elderly on the robot, we conducted a pre-development user study at one of the assisted-living facility in Gœppingen, Germany. We interviewed 7 residents (6 female and 1 male) in the facility:
- The ages of the residents vary, from 70 to 98 years old.
- They live in their own apartment (25-60 sqm), which are similar to their home environments. The care-staff only come once in a while if needed.
- All of them are using either walking cane or rollator indoor.

According to the result of the interviews, we summarized several important key points regarding the functionality of our robot:
- The elderly have little experience with smart-phone and touchscreen in general. They would prefer to control the robot either by voice or by hand gestures.
- They do not want an autonomous wheelchair-like vehicle but still want some robust assistance while walking.
- They do not mind having a camera constantly monitoring their activities. It must be noted that we had explained to them that the camera leaves no personal footprint, as it only track the skeleton model of the users.

Additionally, we also interviewed 7 care-staff at the facility. According to their feedback, we decided that the robot should also have a medication schedule reminder to reduce their workload.

IV. Conceptual Design

A. Functionality

We decided to narrow down the target age group for this application. The robot would focus on helping the elderly, who are frail and prone to falling, but still maintain some degree of mobility by themselves. And in order to meet the requirements from the users, the robot should have the following functions:

1) A mobile platform so that the robot can follow the user inside the apartment. As mentioned earlier, the base of Care-O-bot 4 will be used, since it is modular and integrated with necessary hardware and software for autonomous navigation and collision avoidance.
2) The upper part of the robot must have handle to support partially the weight of the users when they lean on it.
3) The robot should have a seat for the users in case of need.
4) The robot must have a tray for object transportation within the apartment.
5) The robot must have one (or more) camera to monitor users’ activities in case of emergency.
6) The robot should have voice/gesture recognition system, or other modes of communication (e.g. remote controller) for human-robot interaction.

B. Ergonomic Study

In order to determine the precise size and shape of the robot, we built a mock-up model of the robot with adjustable seat and handles, as shown in Fig. 3, then conducted an ergonomic study with 5 participants (4 female and 1 male). Based on the feedbacks from the participants, we have several conclusions:

- Rollator-like handles are not suitable as they need to be long to ensure a comfortable distance between the user and the robot. Furthermore, long handles leads to large footprint and stability issues for the robot.
- On the other hand, the handles should be on all sides of the robot so that the users can access them regardless of
orientations. The height of the handles should also be adjustable to accommodate the users varying in sizes. However, the adjustment only need to be done once manually at the beginning of the service.
- The precise height of the seat is not an important factor, as users only use it for a short period of time while resting.
- The tray on the robot should be large enough to standard object such as a dinner plate (260mm in diameter).

We also conducted a static study to determine the stability of the robot. In particular, it is important for the handle to withstand partially the weight of the users without destabilizing the base. With the assumption that the average weight of a user is approximately 80kg, we modified the handles in such a way that it covers the entire robot, as shown in Fig. 4. By doing so, we could limit the situations where a user puts his entire body weight on the robot. Overall, the form factor of the robot is as follows:
- Seating area: 480mm of height with the size of 350 x 550mm.
- Handle: adjustable height from 650 to 800mm.
- Tray: fixed height of 900mm.

C. Final Design

Fig. 4 shows the illustration of our robot. The upper part of the robot was kept simple while still maintain high degree of affordance. By doing so, the users would be able to operate the robot intuitively without the need of complicated instructions.

The cameras, with pan & tilt mechanism, were kept within the housing of the robot to monitor the users’ activities. While doing so would reduce the field of view of the cameras, it is the trade-off we made to lessen the uneasiness of the users having the cameras visibly tracking them constantly.

There is a push-to-open drawer at the back of the robot. When it is time for the users to take medication, the robot will remind them via speakers. The users can then open the drawer and take the medication by themselves. There is also a tablet which can instruct the user which medication to take according to her subscription.

Finally, Fig. 6 shows some of the different ways the robot could be used in everyday activities.

V. CONCLUSION & FUTURE WORK

In this paper, we described the process of developing a robot companion which can help the elderly with their mobility issues. It was developed with Care-O-bot 4 design as a basis. Currently, the robot is still a conceptual design. We are working on an operational prototype and test it in local elderly-care facilities, while keeping the commercialization potential in mind.
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Analyzing Explicit(Speech) Modalities from Human-Human Interactions for building Context about a Robot-Assisted Dressing Task

Antonella Camilleri

Abstract—Robots that assist in the Activities of Daily Living (ADL), such as dressing, can support an aging population and lack of caregivers. These interactions are treacherous due to the implication of having end users like older adults who require great care and control on the overall interaction between the human and robot. The goal of collaborative interactions, such as ADLs, incorporates the success of the ADL task while taking into consideration the direct or indirect effect of the surrounding environment on the task and the user itself. Therefore a need to measure distractions or lack of collaboration between user and robot is vital. Collaboration in tasks like these evolve around the task itself and any measure of information from the interaction used to acknowledge progress needs to be carefully evaluated. Progress in task and state of interaction is context; and not being able to identify this, can be a sound indicator of distractions or lack of motivation to collaborate. Looking at human-human interactions for an assisted dressing task, speech utterances modality, together with other modalities, are used as a method of classification of sequence state of task, due to speech utterances, with other modalities, are used as a method of classification of the progress in the assisted task; by using LSTMs. A better classification of sequence state of task, due to speech utterances, would indicate that this explicit modality can be important to measure the level of collaboration and progress in such task.

I. INTRODUCTION

Human-Robot Interaction (HRI) revolves around the robot’s capability in practical tasks to allow an effective and successful human-robot collaboration. Assisting humans with daily tasks requires a robotic system which is capable of assessing the current state (context) of all entities in the interaction environment [1]. This current state needs to be based on the latest past, present on/and abrupt forthcoming interactions. Modeling or simulating interactions with humans is challenging. The complex and dynamic nature of the different states of interaction requires knowledge on states such as spatial, temporal and resources of the robotic system, the states of the human and objects interacting with the robot. All of these states form part of the environment surrounding the interaction which often holds information that humans use to infer about the required action. This ability enables the execution of tasks in a very practical and collaborative way. Furthermore, the collaboration between humans comes with the ability to distinguish between shared common grounds, ones own knowledge and collaborators’ knowledge [2]. This knowledge shapes the required action making the interaction realistic and to a safer extent because the action is based on current states and not only on past modeled states.

Possibly, the obvious modality used to infer information about a collaborative task between humans is the symbolic representation of the explicit modality of speech utterances. Nonetheless, once the knowledge of how to carry out a task is known, speech utterances are observed to be limited in interactions between humans [3]. The hypothesis is, that due to the lack of speech utterance, such explicit modality is only related to extreme interaction states such as acknowledgment of progress in task or to correct actions. If this hypothesis is proved to be true than the lack or erroneous speech utterances can indicate different unknown states (situations that arise provided a specific context) in the interactions. These errors can be deduced as distractions from the collaborative tasks. Hence the objective of this paper is to examine if speech utterance in time are directly linked to affirming progress in the sequence of the task, meaning sequence prediction of the task is improved. The collaborative task examined is the assistive task of dressing an outer layer of jacket between humans.

II. MOTIVATION

A robot that provides support with dressing has to detect when the user is distracted and what the current states are in order to complete the task safely. These distractions can be instilled from noise or commotion in the environment or simply by a lack of attention from the user. Hence, knowing what lacks in explicit modalities when a user is distracted or not can allow the robot to adapt and perform the right action. The assisted task of dressing is complicated and depending on which part/sequence of task the robot is in, the current state and selection of actions can vary along progress of task. Consequently, establishing if an explicit speech utterance in time is related to the sequence of task is or not is imperative for a safe HRI.

III. EARLIER WORK

In the past, belief models for situation awareness have been implemented using Markov Logic provided that model spatio-temporal frames include epistemic information. Analyzing HRI requires methods that can handle multivariate time series inputs. One machine learning method used to train such data is the variation of recurrent networks called Long Short-Term Memory Units (LSTMs). This has been used to extract contextual features from multi-modal inputs in order to classify emotion or sentiment or action selection. Furthermore, in [4] skeleton data trained in a three-layer LSTM has been implemented to infer users interactive intent. Prediction of sequential tasks can be seen in [5] in which goal location of reaching motion is implemented and combined with LSTM to predict the next steps in sequence. The benefit
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of using LSTM is the ability of creating long-term dependencies first by extracting features from each modality and then by looking at the relationship between the modalities. This method particularly holds the state of the neurons which is ideal for predicting sequences.

IV. PROPOSED METHOD

The proposed method of implementation is LSTM. LSTMs are a variation of RNN with the ability to perceive previously in time and classify sequential input [6]. However, LSTMs are better because of the no vanishing gradient problem, but mostly because they have a forget gate with a purpose of linking distant occurrences to a final output [7]. Furthermore, LSTM preserve the error and can be back propagated through time and layers allowing recurrent nets to continue to learn over many time steps. This opens a channel to associate causes and effects remotely. This property in LSTM addresses the challenges of having delayed reward signal in realist environment interactions. Also, having a stacked LSTM architecture allows the hidden state of each level to operate at different timescale which is very likely to happen in this kind of interaction. This implies that user distractions or successfully completion of task can be predicting by observing the state of the memory cell representing this data input.

A. Experiments Procedure

The dataset used in this work was gathered during a dressing task [3] where 12 users were given assistance from another human posing as a robot. The users were wearing a motion tracking suit (Xsens) to record the spatio-temporal, position and orientation, of 23 points on the body. In the task, the users had to collaborate to put on a jacket several times. Each user put the garment on three times. Each dressing task took approximately 40s. For eye gaze tracking, the users were wearing a Tobii Pro Glasses which recorded eye gaze during the task. Video recordings were used to extract speech utterance in time. Speech was the modality used by the human getting dressed to provided instructions the other user. The current paper introduces an approach of examining the importance of explicit speech utterances in relation to progress in a collaborative task between humans. The preliminary results indicate that explicit speech utterances are important to measure collaboration and progress in the final task objectives.

As future work, we plan to finalize results and further evaluate the incorporation of similar explicit speech utterances as one of the modalities to assess the level of collaboration between a robot and a human in a real scenario. Specifically, the evaluation of collaboration will be based on alterations in the modality of speech when distraction are introduced in the environment of the interaction.

VI. CONCLUSIONS
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A First Step Towards Understanding the Effect of an Interactive Robot on User Experience in Motivational Interview

Neziha Akalin

Abstract— This paper proposes a system where the robot gets facial valence and vocal arousal of the user during the interaction. The system maps the social cues onto two dimensional emotional scale. In experimental study, the robot will conduct motivational interview and become interactive in case of lower emotional states. The planned experimental results will show the effect of the socially interactive robot during the motivational interviewing.

Index Terms— socially interactive robots, motivational interview, dimensional model of emotion.

I. INTRODUCTION

To facilitate successful interaction between humans and robots, interaction needs to be natural and share similarities with human-human interaction. It is important for social robots to understand verbal and nonverbal social cues, which is a prerequisite for natural, safe and comfortable interaction and also helps in anticipating the needs and expectations of the user [8]. For socially interactive robots whose primary function is to interact with people, social interaction plays a crucial role [9]. It is important for these robots to encourage users pro-actively in social interaction.

The term “user experience” is a multifaceted concept and hard to define. Hartson et. al. [12] provided a definition as “the totality of the effect or effects felt by a user as a result of interaction with, and the usage context of, a system, device, or product, including the influence of usability, usefulness, and emotional impact during interaction and savoring memory after interaction”. User experience comprises the users emotions, beliefs, preferences and perceptions that arise before, during, and after technology use [10]. The way a robot behaves during interaction with a human may affect their feeling of security, which is one of the dimensions of user experience [11]. Positive user experience with robots is necessary for achieving intended benefits [10]. Human-oriented perception, that is the capability of the robot to track human features (face, voice etc.) is also considered one of the aspects of user experience in human-robot interaction (HRI) [11].

Motivational interviewing (MI) is an emphatic and collaborative conversation style, which is goal oriented and designed for strengthening an individual’s motivation toward a particular goal with a commitment to change [1]. Regular physical activity (PA) has been shown to reduce the risk of several chronic diseases [5]. MI could increase individuals physical activity (PA) [4]. MI is usually delivered by a counselor in a face-to-face conversation. Social robots have the ability to engage participants for a motivational interview [2]. In the context of robot-based delivery mode, the counselor could be substituted by an embodied humanoid robot. There are very few studies employing a humanoid robot in MI [2], [3]. In [3], the authors employed a humanoid robot as a motivational agent in order to increase individuals’ motivation towards physical activity. Their findings showed no benefit of MI on participant perceptions compared with traditional advice. They argue that the lack of positive effect of MI might be due to errors in speech recognition and incongruous nonverbal behaviors. In the more recent work [2], they also employed a humanoid robot that delivered a scripted motivational interview in physical activity. The results showed that many of the participants enjoyed the interaction and positively appraised the nonjudgmental aspect of the motivational interview with the robot.

The planned experimental procedure is inspired by [2] and followed the similar experimental design with the difference of an interactive robot. In our work, the robot takes into account the social cues (facial and vocal) and becomes interactive when the social cues are in the second and third quadrant of the dimensional emotional scale.

In the remainder of this paper, an overview of the proposed system is given in Section II. The method, experimental design and procedure are described in Section III, and the paper is concluded in Section IV.

II. PROPOSED SYSTEM

Emotions are modeled in two ways; discrete approach [13] and dimensional approach [14]. In the discrete approach, emotions are categorized into six basic emotions i.e. anger, disgust, fear, happiness, sadness and surprise [13]. In the dimensional approach, affective space described in dimensions. In Russell’s valence-arousal scale, each emotional state can be placed on a 2D plane with horizontal axis (valence) and vertical axis (arousal) where valence ranges from unpleasant to pleasant and arousal ranges from calm to excited [14]. The four quadrants of valence-arousal space are as follows: high valence-high arousal (HVHA), low valence-high arousal (LVHA), low valence-low arousal (LVLA) and high valence-low arousal (HVLA). The emotions mapped to the second quadrant (LVHA) and third quadrant (LVLA) are negative emotions (angry, nervous, annoyed, sad, bored etc.) In dimensional emotion recognition, arousal is better predicted using audio cues whereas for valence, visual cues perform better [15].
In our proposed system, we adopted the aforementioned two-dimensional arousal and valence model [14]. The output emotion values in our system are provided by Affdex SDK [16] and openSMILE [17]. Affdex SDK [16] is a real-time facial expression recognition toolkit, trained on more than 5 million human faces to classify facial expressions and used in human-computer applications. openSMILE is an open-source audio analysis tool that is written in C++ and provides audio feature extraction in real-time [17]. The implemented system integrated these toolkits as ROS packages that can be used on any ROS-compatible robotic platform. Since arousal prediction is better from audio and valence prediction is better from vision, in the proposed system, we use facial valence and vocal arousal values. They are mapped onto two dimensional space. If the mapped emotions are in the second and third quadrant, the robot becomes interactive and expresses empathy which is one of the components of motivational interviewing. The proposed system is depicted in Figure 1.

Thereafter, the participant is left alone with the robot (Pepper, humanoid robot) in the room and the motivational interview begins.

At the end of the interview, the participants fills out the Godspeed questionnaire [7] and the following Likert scale questionnaire in which each question has options ranging from “Strongly disagree” to “Strongly agree”:

- This interview affected my motivation in a positive way.
- The robot helped me to recognize the need to change my behavior.
- I found the interview with the robot engaging.
- The content of each question was clear.
- The robot helped me to talk about changing my behavior.
- The robot helped me discuss the pros and cons of my behavior.
- I got frustrated during the interview.
- It was important listening to myself discussing my behavior.
- The robot acted as a partner in my behavior change.
- The robot helped me feel confident in my ability to change my behavior.
- I would use a robot like this in the future to keep me motivated.

This questionnaire is a modified version of Client Evaluation of Counseling [6] and the questionnaire developed in [2]. The questions in [2] were open-ended, we modified some of the questions as closed-ended. We are also planning to present the questions in [2] in the form of open-ended as optional questions.

### IV. CONCLUSIONS AND FUTURE WORK

This position paper presents the general outline of the planned work. Thus far, we have implemented the system. There are a few studies using a robot in motivational interviewing, however no other study considers an interactive robot. The main challenges for our approach is timing of the robot speech since we do not have any reliable speech recognition in the current system. As future work, the proposed system and methodology remains to be evaluated with user studies. We will focus on exploring the effect of socially interactive robots that take into account facial and vocal cues and becomes interactive. The experimental results will show the effect of the socially interactive robot during the motivational interviewing.
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The Effect of Affective Robot Behaviour on the Level of Attachment After One Interaction

Anouk van Maris

Abstract—Becoming emotionally attached to an assistive robot may have an impact on one’s behaviour towards that robot. Therefore, it is important to investigate when attachment occurs and what strengthens it. This study investigated whether people can become attached to a robot after a single interaction, and whether the level of attachment differs according to the affective behaviour of the robot. No significant differences were found for the affective behaviour of the robot. This indicates that people do not become attached after a single interaction with a robot, and that affective behaviour does not influence attachment. However, non-significant differences and a low number of participants are reason for future research.

I. INTRODUCTION

The number of older adults and their demand for care is growing, but the capacity to supply this demand is not [1]. Therefore, robots are being considered as a possible solution to meet the growing demand of care for older adults that cannot be met by the small number of caregivers. Before social robots can become useful additions to caregivers, the effects on older adults interacting with such a robot should be known. Becoming attached to a robot can provide benefits (e.g. alleviate loneliness and improve well being), but also disadvantages (e.g. increased dependence of the robot). The robot’s affective behaviour may have an influence on this level of attachment, since affective behaviour results in a more natural interaction with the robot. However, the user may be deceived by this affective behaviour of the robot and raise false expectations of its abilities. Therefore, it is important to establish whether people become more closely attached to an affective robot with respect to a non-affective robot. This study aims to provide an impression to help planning a study regarding level of attachment of older adults to a social robot. It investigates whether there is a difference in level of attachment to a robot depending on the robot’s affective behaviour after a single interaction.

II. BACKGROUND

The fact that people react to computers as social actors [2] is an indicator that they can become emotionally attached to machines and robots [3], [4]. If emotional attachment to a robot is high, the usability of this robot is perceived more positively and the intention to use it in the future is higher [5], [6], [7], resulting in a higher level of acceptance of this robot. Concerns of becoming emotionally attached to a machine or artificial agent (e.g. a too high level of dependency), have been raised at a theoretical level [4]. Therefore, the idea of becoming attached to a robot is not always welcomed. An example of this was found in a survey, where less than half of the participants thought it was acceptable for a child with Autism Spectrum Disorder to become attached to a robot [8]. Therefore, when and how attachment to robots occurs, and the consequences of this attachment, should be thoroughly investigated.

People have researched the level of attachment towards an assistive robot in the past, for example Weiss et al. [9] investigated whether adults and children could become emotionally attached to the robotic dog AIBO. They found that children became emotionally attached to the robot rapidly, where adults seemed to need a longer lasting interaction to form their first impression. However, as stated in the paper most adults observed the children that were interacting with the robot and did not interact with the robot themselves. This may have had an influence on the different outcomes for children and adults. Also, the number of adults participating in this experiment was far less than the number of children (18 versus 129) which may have had an influence as well. A different study that investigated attachment, which was performed by Sung et al. [5], found that people gave their Roomba vacuum cleaner a nickname and thought of it in terms of ‘he’ and ‘she’ instead of ‘it’.

However, the studies mentioned above used non-anthropomorphic robots for their research. According to Weijers [10], it depends on the function and design of the robot whether it is perceived more like a machine or like a living thing. Also, people interact with social interfaces in the same way as they would with other humans [2]. This makes it likely that people become attached at a different level to a humanoid robot than the robots used in the studies mentioned before. Therefore, the study that will be discussed in this paper investigated the level of emotional attachment towards a humanoid robot. More specifically, it was investigated whether affective robot behaviour had an influence on the level of emotional attachment. It is expected, since affective robot behaviour results in a more natural interaction between a robot and its user, that affective behaviour results in people becoming more attached to the robot showing affective behaviour.

III. METHOD

In total 9 people (including 4 females) participated and completed the experiment (min age = 53, max age = 71, M = 61, SD = 4.8). Five participants interacted with a non-affective robot (2 female, 3 male), and four participants

1Anouk van Maris is a PhD student at the University of the West of England, Bristol Robotics Laboratory, Coldharbour Lane BS16 1QY, Bristol, United Kingdom anouk.vanmaris@uwe.ac.uk
interacted with the affective robot (2 female, 2 male). Participants were recruited through distribution of an email to university staff. Only people of age 50 and over were asked to participate, since a follow-up research to this study will involve older adults, and in a previous study age showed to have an influence on how people perceived the robot [11]. Fig. 1 shows the experimental setup. The experiment was run using Wizard-of-Oz, where behaviours are pre-programmed but can be run according to the responses of the participants. The wizard/experimenter was located behind the blue screen shown behind Pepper in Fig. 1, so they can hear the participants’ responses but the participants could not see them operating the robot. As can be seen in Fig. 1, the robot used in this experiment is Pepper from Soft Bank Robotics 1.

The interaction involved a discussion regarding the seven wonders of the ancient 2 and modern 3 world. The robot would ask whether the participant could name some and would provide information on these wonders. If the participant could not name any more wonders, a list was shown on Pepper’s tablet and it would ask what wonder the participant would like to discuss next. This would continue until all wonders were discussed. In the non-affective condition, the robot would not show affective behaviours during the interaction. In the affective condition, it would do so by for example saying a monument got destroyed in a fire showing sad behaviour or a monument still being mostly intact showing happy behaviour. The behaviours for showing these sad, happy and non-affective behaviours have been established in previous research [11]. Characteristics that were used to show the different emotions are head position and pitch of voice, among others. The interaction would last for approximately 20 minutes.

Before the start of the interaction, people were asked to fill in demographics and the Adult Attachment Scale [12] to determine their attachment style. After the interaction they had to fill in questionnaires regarding human and object attachment (adapted from [13] and [14]), together with the questions whether they thought the robot experienced emotions during the interaction and how often they would use the robot in the future if they had one for themselves. Questionnaires from both human and object attachment were used, as it depends on the robot’s appearance and function whether it is perceived as an object or a living thing [10]. The human attachment questionnaire is divided in two categories: care and over-protection.

IV. RESULTS

All participants interacting with the non-affective robot reported they did not believe the robot experienced emotions during the interactions. All participants interacting with the affective robot reported that they did believe that the robot experienced emotions during the interaction. This indicates the implemented behaviours were perceived as intended.

The affective state of the robot did not have a significant influence on object attachment (F(1,9) = 1.94, p = 0.21). There was no significant effect of the robot’s behaviour on person attachment found, neither for care (F(1,9) = 0.027, p = 0.87) nor for over-protection (F(1,9) = 2.30, p = 0.17). No correlations were found between participants’ attachment style and object or person attachment. This would suggest that the robot’s affective behaviour does not have an influence on people’s attachment towards the robot after a single interaction.

None of the participants felt the robot cared much for them, since the care score of the human-attachment questionnaire was low for all participants. Some participants did feel the robot was over-protective. Although, as mentioned before, these results were not significant. This perceived over-protection occurred more for participants who interacted with the affective robot (3 out of 4) than the non-affective robot (1 out of 5). Participants interacting with the affective robot scored on average lower on the care-statements for the robot (M = 15.0, SD = 4.2 for the non-affective robot, M = 10.8, SD = 5.0 for the affective robot). These participants scored on average higher on the over-protection statements for the robot (M = 7.8, SD = 2.5 for the non-affective robot, M = 10.0, SD = 1.6 for the affective robot). Even though not significant, on average participants interacting with the affective robot scored a bit higher on object attachment (M = 1.80, SD = 0.59) than participants interacting with the non-affective robot (M = 1.72, SD = 0.81), which may suggest that people can become more attached to a robot showing affective behaviour. This result holds for the intention to use as well, where participants interacting with the affective robot scored a lower average (M = 3.75, SD = 2.2) than participants interacting with the non-affective robot (M = 3.80, SD = 2.3). A low average indicates higher intention to use. Even though not significant, the trend was found that people interacting with the affective robot would be more willing to use it in the future than participants interacting with the non-affective robot, as 1 out of 4 indicated they would not use the robot at all for the affective condition, where 3 out of 5 participants indicated this for the non-

1https://www.softbankrobotics.com/emea/en/robots/pepper
3https://www.wonders-of-the-world.net/Seven/List-of-the-seven-wonders-of-the-modern-world.php
affective robot.

V. DISCUSSION

The robot’s affective behaviour did not have a significant influence on people’s attachment. A potential cause can be the low number of participants. Another possible explanation for the absence of significant results is the nature of the interaction; that it was too informative and not personal enough for people to form an attachment. However, the interactive nature of the interaction was chosen so the interaction would remain the same for all participants, which would be harder to control when it would have been more personal.

Even though results were not significant, differences were found between conditions for human attachment, object attachment and intention to use in the future. The low scores for the care statements of the human-attachment questionnaire may be caused, as mentioned before, by the informative nature of the interaction, with too few personal additions. This may also have resulted in higher scores for over-protection, since participants might have felt they were not given enough freedom for a natural interaction with the robot.

Overall, attachment scores were low (average of 1.72 and 1.80 out of 5). This is similar to the result found by [9], which indicated that adults need more time than a single interaction to become attached to a robot.

Lastly, differences between the two conditions were found for willingness to use the robot in the future. However, since the number of participants was low this can also be caused by interpersonal differences. This will be investigated in future research.

VI. CONCLUSIONS

This study aimed to establish whether affective robot behaviour has an influence on a person’s attachment towards that robot after a single session. Results show that behaviour does not have an influence. However, the small number of participants may have influenced these results, since non-significant differences between the two conditions were found. Therefore, this topic will be investigated in more depth in the future. Future work will investigate the effect of affective robot behaviour on older adults and their attachment towards the robot after several interactions spread over a long-term period, also taking into account habituation. It is expected that older adults will become more easily attached to the robot, since they may have fewer interactions on a daily basis compared to the participants in this study (university staff), which may influence their expectations of interacting with a robot.
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Emotion-Motion Interaction as a baseline for understanding non-verbal expression of computational empathy and user expectations*

Naomi Yvonne Mbelekani

Abstract—Most studies have explored user empathy towards robots, however, there is a lack of studies that explore emotional empathetic responses and reactions from a robotic arm. An argument is therefore presented on the use of emotions in a robotic application, focusing on the ability to convey emotional information through motion and empathy, i.e. reading emotional information from motion. The study purpose was to describe robot motion as an expression of emotion (empathy). A small use study is presented where the effect of one factor of motion, namely speed, on the empathic perception in humans is investigated. An experiment was conducted to examine the reaction and response of participants regarding the expression of emotion through the movement of a robotic arm. Since it’s a preliminary study, four participants were randomly recruited. Results reveal an interplay between emotion and motion as baselines for understanding non-verbal expressions of empathy by a robotic arm, as well as users’ expectations towards the robot. The concept discussed in this study is very relevant to advancing the quality of human-robot interaction (HRI).

I. INTRODUCTION

Robots are becoming faster, cheaper, capable, and more flexible in performing different tasks and more interactive with humans [11]. As social robots are a trending field within HRI, there is a rapid need for them to be socio-emotionally intelligent (acquire social skills). As a result, affective computing consists of applying emotions to a robot, giving it the ability to recognize and express them, developing its ability to respond intelligently to human emotion, and enabling it to regulate and utilize its emotions [3]. This places emphases on enriched interaction patterns between humans and robots, by providing a prospect for assistance, companionship, and even therapy for those experiencing physical or mental distress [5]. However, this debate is usually lost when discussing the nonverbal interaction of robotic arms and the expression of emotions and computational empathy. [8] argued that nonverbal information (motion, posture, gestures) is vital for social interaction. This is its communicative interface to the user, which serves likeability, increases user satisfaction, and perceived as trustworthy [4]. By exploring how emotion and motion interact, we could come up with strategies for understanding non-verbal expressions of emotional empathy. Furthermore, we could even explore users’ expectation regarding a robot that expresses its emotions through motion, therefore understand whether motion and emotion correlate. For that reason, the main objective of this study was to read information from motion and emotional empathy, as well as users’ expectations regarding the interaction.

II. MOTION IN [E]MOTION: MOVE PHYSICALLY AND THE POWER TO MOVE EMOTIONALLY

The relationship between motion (bodily movement) and emotion (feelings) may not be considered an etymological coincidence by some scholars. Most of us may not even have thought about this, but the roots for motion and emotion are virtually identical. The English word emotion comes from the Latin word Movere meaning to move and emovere or enmore meaning to move out, hence to excite [10]. This derivation suggests a close link between emotion and body movements [10]. Ultimately, meaning there is a close relationship between the two variables, emotion and motion.

Current robots, whether humanoids or robotic arms are being designed to function as industrial aids, as well as for as ‘social partners’ [7] and companions. Therefore, as much as their physical embodiment is considered to be important; their emotional embodiment should also be believed to be the same value. Robots as social agents and allies should be able to embody emotionally empathetic states when interacting with humans, no matter their physical embodiment. For example, a robotic arm (KUKA), companions (AIST’s PARO), household pets (Sony’s AIBO), domestic cleaners (iRobot’s Roomba), healthcare assistants (RIKEN Japan’s Ri-Man), and educational aids (MIT’s Kismet and Leo). Design of such robots depends on the interaction and social skills. In situations such as robotic arms, non-verbal emotional states of the robot have to be embodied, personified or exemplified by exploiting motion as robot body language. This can be in conjunction with the voice and screen semantic of the robot (if any), without excluding the tempo, pitch and pattern of interaction. For instance, what we refer to as ‘emotion-motion interface’ (EMI), therefore, exploring the emotion-motion interaction on the robot.

A theory on body expressions called the Laban Movement Analysis (LMA; Laban, 1980) assumes two opposing forms of body movement: fighting form (active, prominent, brisk movements) and indulging form (unsteady weak movements), which reveal subjective inner attitudes or states [10]. This theory helps us understand how movement or motion expresses internal states. In one study, “change in the robot’s motor behavior to match the user’s speed invoked an empathetic Chameleon Effect response and improved the participants’ overall perception of the robot” [2]. It is also argued that body movements’ information provides sufficient guidance for people to perceive the expression of emotion [7]. In another study that explored the meaning awarded to motion characteristics (for example speed); it was revealed that perception of emotion such as fast, jerky movements were linked with anger and happiness, while slow, smooth movements were associated with sadness [7].

Motions with strong velocity or speed tend to be perceived as anger or happiness, while motions with weak velocity tend to be perceived as sadness or tired [10]. Which means that fast speed or velocity does not necessarily mean optimistic emotional experiences (e.g. happiness) and slow speed or velocity does not always mean pessimistic emotional experiences (e.g. sadness). Though, [7] argued that differences in the kinematics of arm movements have helped differentiate between anger, joy, and sadness. However, we can still argue

*This work has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 721619 for the Socrates project.
that emotions have a tendency to be affected by body motion, for example, people can be emotionally engaged when watching dance routines [7]. Ultimately, it is important to understand the interface, the transition through it, and the meaning it holds for interaction moving forward.

A. Gesture and posture in emotion communication

Humans use imitation of gestures and postures as tools of communication, and it is regarded as important in enhancing the quality of interaction in HRI [2]. Thus, imitation triggers some social interactions [3]. In one study where participants were asked to use a Nintendo Wii remote to mime gestures simultaneously with a robot, they noted feeling more comfortable while completing the task when the robot synchronized/mirrored their gesture speed [2]. Understanding how users perceive and give meaning to robot postures and gestures supports the design of robots that are able to socially and emotionally interact. Gestures have been identified as crucial to the design of robots [7]. Furthermore, robotic arms’ body language (through gestures or postures) should be explored as a medium of conveying robot intentions [4]. We can hence argue that studies on robot postures and gestures are important because of the following reasons borrowed from [7]:

1) studying gesture interpretation is necessary to improve HRI especially for robots that have limited ability for vocal and facial expressivity;
2) previous studies in HRI have focused on how gestures are created without evaluating users’ understanding of those gestures, so little is known about what factors affect gesture perception;
3) no previous work has investigated the characteristics of good designers and the role of expertise in gesture authorship.

This study explores non-verbal cues of dialogue and social behavior on a robot’s bodily gesture and posture (approachable versus less approachable) and their subjective meanings. People tend to rely on facial expression as a key indicator [7], hence it is important to examine whether, in the absence of a face, robots can still convey emotional interaction using postures and gestures. Based on the study aim, the following question was explored: Can a robotic arm be considered as expressing emotion (empathy) based on degrees of motion response, gesture and posture? The following hypotheses were tested to address this question:

**H1:** the robot’s gesticulation motion mirrors emotional empathy based on its interactive speed.

**H2:** the robot’s postures are an exhibition of subjective meanings.

### III. STUDY METHODS

The study aimed to examine a robot’s non-verbal expression of emotionally empathetic interaction through motion in a table setting scenario.

**A. Participants**

Four female individuals (age range: 19 to 27, M=20) were recruited randomly, whose native language consists of Arabic, English, Malayalam, and Russian. The highest education achieved were high school, bachelor, and masters. The study was conducted in a lab room (Intelligent robotics lab) at the Ben-Gurion University of the Negev, Israel.

**B. Apparatus**

The robot KUKA LBR IIWA was used in this study, which comprises an interactive interface: one hand with multiple joints, seven actuated Degrees of Freedom (DOF) and a refined control system.

**C. Design**

The study was a within-subject experiment design. The independent variable tested was the speed of the robot, two levels: fast (100% full speed) and slow (50 % speed). The dependent variable tested was an emotionally empathetic expression. The study measured subjectivity by questionnaires. Descriptive analysis of the study results was conducted afterwards.

**D. Procedure**

(a) Using Wizard of Oz, the scenario involved asking the participant to give voice commands to the robot in the form of direction (e.g. left-right, up-down, back-forward) on picking objects and placing them in a basket (see Fig 1). They experienced two different motions: slow and fast mode. The robot KUKA was operated to adopt and personify a slow-motion profile in contrast to fast motion. After the interaction, the participants were instructed to answer questions related to the interaction, e.g. “pretend that you are in the scenario and you are feeling sad/happy, then describe how you would experience the interaction with the robot.”

The predominant framework model in this study is, in essence, a model in which motion and emotion interact which in turn predispose or motivate the robot towards explicit behaviors. For empathy is a contested concept and emotion is a broad phenomenon, the following are used as frameworks of understanding emotionally empathetic interaction in this study: compassion, friendly, understanding, intentional, relatable, considerate, and trustworthy. While interfering and annoying are used as negative emotional experiences.
(b) As the study was divided into two parts, the second part involved asking the participants to describe the meaning of the robot posture, e.g., “what message do you think is the robot conveying to you?”. They were provided with six postures, and to avoid bias by giving them a selection of emotions and them merely picking out what they think the researcher preferred, we asked them to think about it and give their own thought processed meanings. This required them to actually analyze the posture and give meaning based on their own understanding. This study used an image display methodology to acquire understanding.

Participants also filled out demographic information, the Technology Adoption Propensity questionnaire (TAP) [13], and the Negative Attitudes toward Robots Scale (NARS) survey [15]. This study attempts to design interaction using non-verbal programmable emotionally empathetic traits.

E. Measure

In the first part (a) of the study, we considered the subjective reality, thus how many times participants ticked an answer, which we then calculated to check for predilections. We then used descriptive analysis to understand the results achieved. In the second part (b) of the study, we paid attention to the distribution of subjective meaning on a robot’s postures, based on participants’ understanding.

IV. PRELIMINARY RESULTS AND DISCUSSION

The results achieved from the preliminary study revealed the following notions. Based on the TAP, on a scale from 1- strongly disagrees to 5-strongly agree; 2 participants scored 4-agree and 2 participants scored 5-strongly agree towards the question: “technology gives me more control over my daily life”. This revealed positive attitudes towards technology as participants thought it gives them a sense of control in their everyday lives. These results show confidence and a positive attitude towards the use of new technological devices. With regards to the NARS, on a scale from 1-strongly disagrees to 5-strongly agree; 3 participants scored 5-strongly disagree and one participant scored 1-strongly agreed on the question “I would feel uneasy if robots really had emotions.” This revealed positive attitudes towards robots that display emotions and that they did not have negative thoughts about robots expressing emotions.

A. Effects of motion and emotion valence

Work on expressive robots for emotional interaction with humans is receiving increasing attention. Robots can engage in social interaction through socio-emotional intelligence [1], which enables the robot in sensing and interpreting various human emotions, moods and attitudes to guide its interaction. The processes used as frameworks for understanding emotion and empathy interaction in HRI are:

For the slow mode: The results on their experience interacting with the robot revealed that the interaction was perceived as understandable and friendly. When asked if you were feeling sad, how would you consider the robot’s motion, as a result, concepts such as considerate, friendly and relatable separately received a less score; while trustworthy received a moderate score, and understandable was highly scored; whereas annoying received the least score. This tells us that slow motion has emotional significance, and may be considered in instances where a user may be feeling sad. In the scenario where the user may be feeling happy, a majority of the participants opted for friendly and trustworthy; while a small number scored considerate, understanding, and relatable. The results on the slow motion and its relation to emotional experience revealed a positive attitude and emotional experience.

![Fig 2: Slow mode: Feeling sad and the robot’s motion](image2)

![Fig 3: Slow mode: Feeling happy and the robot’s motion](image3)

![Fig 4: Fast mode: Feeling sad and the robot’s motion](image4)

![Fig 5: Fast mode: Feeling happy and the robot’s motion](image5)
As a result, what we see from these results is that people’s emotional understanding and experience through motion is varied and subjective. Due to the size of the sample, no clear predictions were made. However, whether fast or slow depending on individual differences, it is accurate to state that motion and emotion interact. Based on the idea that this study’s sample size was small, as it is a preparatory study, the current results cannot be generalized to a wider population. Although, we expect to achieve a more generalizable result based on a larger sample size on our forthcoming study, which will be extended to older adults.

B. Situational context on expressed user expectations

When asked about their expectation regarding non-verbal emotion, the majority of the participants stated that they would like for motion of the robot to show emotional empathy, with one preferred a verbal interaction. The following results show when users would like for the robot to express emotional empathy, see Fig 6:

![Fig. 6: Expressed user expectation.](image)

C. Posture characteristics and expressed meaning

With regards to robot gesture and posture, descriptions were given on the robot’s posture (see Fig 7).

![Fig. 7: Expressed meaning on robot posture.](image)

Participants had different meanings on the different postures. This shows that robot postures and the meaning they convey are subjective. What one sees as friendly, another may see it as not friendly. As a result, we can argue that meaning is subjective and a response to emotion.

V. CONCLUSION

The study contributes to the field of emotion (empathy) expression and user expectations in HRI. This aims to look at certain properties of the robot, such as motion and emotion interaction. This study is important because adding emotion to motion or creating natural emotionally meaningful movement is one of the next and anticipated phases of robotics, thus proving valuable for robots. However, due to the small sample size, the results cannot be generalized to a larger population but can be seen as a starting point. Furthermore, no clear correlation between motion and emotion was observed. Thus, whether one had an effect on the other cannot be claimed without further results.
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