
Learning Optical Flow For Action Classification
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Abstract— Action recognition is the task of assigning labels
to human actions. It is particularly important for service robots
because they need to react to human actions. For instance, if the
user is cooking, the robot can offer to bring him some tools such
as a pan or knife. In this work, the possibility of learning action
recognition and optical flow extraction simultaneously using 3D
Convolutional Neural Networks is analyzed. The preliminary
results show that it is possible to learn two tasks together, but
the proposed architecture needs further improvements.

I. INTRODUCTION

People are performing a lot of different actions such as
repairing something, walking, watching tv, eating, sleeping,
taking medications, cooking, taking care of a baby. While
performing them, they would need some external help. For
instance, in Fig. 1, Lisha is taking care of a baby. So, she
may need some help. In these situations, giving commands
to robot would be too hard and the person may choose not
to ask help from the robot. If the robot can understand these
needs just by observing the people, it can offer some help
without any explicit command. This would make user’s life
easier.

The action recognition is a task of labeling the data stream
(video, image, skeleton, etc.) with an appropriate label such
as walking, watching tv, etc. The main input source is a video
stream which contains both spatial and temporal information.
That’s why the general approach is to exploit both domains
to achieve high accuracy. To do this, the optical flow, which
is an entity representing the displacement of certain part
of the image, should be extracted from the video, because
it contains rich temporal information content. The current
focus is learning both tasks by using Convolutional Neural
Networks (CNN) [11].

In machine learning, the loss function is an entity that
assigns some cost to certain conditions. When the optimizer
minimizes it, it is expected that the network will behave
as requested. For example, if the loss function penalizes
the misclassified actions, it is expected that the network
will learn how to classify the actions correctly when the
associated loss function is minimized.

In this work, the main aim is to investigate in learning
optical flow and action recognition tasks simultaneously. This
would allow us to train the action recognition network on
smaller datasets. To do this, a new loss function including
both action recognition and optical flow losses is generated.
[20] proposed to use a similar cost function; however, they
split the problem into two tasks. Instead of splitting the
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Fig. 1. Service Robots need to observe the people in the environment; so
that, they can offer help.

training procedure, the proposed network in this paper is
trained by minimizing one joint loss function. The optical
flow image is learned internally. So, the sole output of the
network is the action recognition label.

The organization of this paper is as following. First, the
related work is introduced to the reader in Section II. Second,
the theory behind the proposed network is explained to
the reader in Section III. Third, The implementation details
are given in Section IV. Also, the preliminary results are
presented and discussed in Section IV. Lastly, the paper is
briefly concluded in Section V.

II. RELATED WORK

Classical action recognition approaches [19], [18] are
tracking temporal trajectories by using optical flow and
then they are extracting spatial information such as
HOG(Histogram of Oriented Gradient) [2] or spatiotemporal
features such as HOF(Histogram of Oriented Flow) [10],
MBH (Motion Boundary Histogram) [19] around these tem-
poral trajectories.

The most common CNN architectures for action recog-
nition are two streams networks for RGB and optical flow
images [15], [1], [20] and 3D CNN which can convolve the
video both in spatial and temporal domains [17], [3], [14].
Even though these approaches outperform on big datasets
such as Kinetics [7], Youtube1M [6], they cannot reach the
level that hand-crafted features based methods reached on
relatively small datasets such as UCF101 [16] and HMDB51
[9]. One possible approach to this problem is fine-tuning. In



Fig. 2. The optical flow network accepts the video stream as input and its output is optical flow which is directed to the action recognition network.
During the training, the optical flow loss and classification loss are combined and minimized together. The ground truth is true action recognition labels
provided by dataset.

this approach, first, the network is trained on big datasets,
then the classifier part of the network is retrained on a
small dataset of interest. This approach would work if the
datasets are similar to each other. If the small dataset differs
dramatically from the big one, then there is no point of fine-
tuning. Also, gathering a high amount of video data would
be time-consuming. Another approach would be using optical
flow as an input to the network which makes it possible to
train on a small dataset [12].

For calculating optical flow efficiently inside the network,
it’s been proposed to use classical optical flow equations as
a loss function [5], [20]; so that, the network can learn how
to extract optical flow just by using input frames along with
its own output without any supervision. They are basically
warping the second frame by using the estimated optical
flow and a differentiable warping function. Then, this warped
image is extracted from the first image to calculate the
photometric error.

In this work, the structure proposed in [20] is used; how-
ever, this work differs from them by trying to learn optical
flow and action recognition simultaneously rather than two
different tasks and also 3D convolutions are used rather than
2D, since 3D convolutions are capable of exploiting the
spatial and temporal domains simultaneously by convolving
them in both domains.

III. METHODOLOGY

A. Estimating Optical Flow
The part of the network that estimates the optical flow

is called optical flow network. The rest is called action
recognition network. The optical flow network is a 3D
convolution based encoder-decoder network which is placed
in front of the action recognition network as in Fig.2. The
optical flow network takes three consecutive frames at a time
and produces one optical flow for each set of input. Let’s call
these grayscale input frame at time step k as Ik. Clearly, the
optical flow network is fed by Ik+1, Ik and Ik−1.

The loss function should be adjusted so that when it is
minimized, the network should learn both optical flow and
classification loss. Classification loss is the classical cross
entropy loss function so let’s refer to it as LC . It penalizes
misclassified actions.

Our optical flow loss function consists of photometric loss
and smoothness loss. Smoothness loss is required for the
aperture problem, so smoothness loss will force the system
to learn just small motions.

The photometric loss is defined as:

LP = ρ(W (Ik, Ok)− Ik−1) (1)

where ρ = (x2 + ε2)1/p is the Charbonnier cost,
W (Ik, Ok) is the warping function which warps the input
image Ik by using optical flow Ok, so that, it will be identical
to Ik−1. The implementation of this function is adapted from
grid sampler of [4]. The warping function is sampling one
pixel for each pixel position in the new image from the input
image by using a flow field. This flow field indicates the
displacement of each pixel of the input image.

The smoothness loss is defined as:

LS = ρ(∇xOx,k) + ρ(∇yOx,k) + ρ(∇xOy,k) + ρ(∇yOy,k)
(2)

where ∇x, ∇y are the horizontal and vertical gradient
operators applied to horizontalOx,k and verticalOy,k com-
ponents of optical flow.

The general loss function can be written as:

LG = α1LC + α2LP + α3LS (3)

where α1,2,3 are manually selected constants which ar-
ranges the magnitudes of different losses. Therefore, the
optimizer minimizes the joint loss LG .

network can fit the training set completely, but it cannot
get good results on validation dataset. To avoid this, we
introduce Color Jitter on training videos. After each frame is



normalized which is a general method for most of the CNNs,
the Gaussian noise is added to them as below:

B. Stacking the optical flow images

The proposed architecture is presented in Fig.2. As seen,
the only modality that action recognition network uses is
the output of the optical flow network. Since the action
information is spread through the entire or a part of the
video, it is not possible to make a good prediction with just
one optical flow. Therefore, the optical flow outputs must be
stacked.

In both training and testing mode, the network accepts a
fixed number of sequential frames. These frames are divided
into smaller groups where each group contains three frames.
Each of these groups is sent to the optical flow network and
as a result, it produces one optical flow image. These optical
flow images are stacked in the time axis and are sent to
the action recognition network to get the action recognition
output.

IV. RESULTS

A. Implementation Details

For the training part, 2 Nvidia GTX1080Ti with a batch
size of 256 are used. Also, the image size is reduced to 56x56
to make the system memory efficient. The action recognition
is done by using 3D-Resnet-18 proposed in [3]. A small 3D
CNN network is added in front of it to infer the optical flow.
It is kept as simple as possible due to computation power. As
optimizer, we use Adam [8] presented in PyTorch framework
[13], since Adam is easier to tune than Stochastic Gradient
Descent (SGD) and its performance is comparable to SGD.

B. Evaluation

In this section, the preliminary results are presented.
Therefore, a detailed evaluation should be carried out to
assess the optical flow and action recognition performances.
The aim is to maximize the classification accuracy of the
system while minimizing the optical flow loss. That’s why
the loss and accuracy results of the model are presented. Note
that the results are preliminary. The architecture is still in
development. Current action recognition scores cannot reach
the state-of-the-art level which is around 45% without fine-
tuning. However, they prove that it is possible to learn two
tasks simultaneously.

In Fig. 3, the training accuracy, training loss, validation
accuracy, and validation loss are presented. The final values
of the loss function on both sets are around 40. This means
that the network can generalize well. However, the validation
accuracy can reach up to 27%, although the training accuracy
is around 90%. Therefore, we can conclude that the problem
is in learning action recognition rather than optical flow.
There could be several reasons for this. The most important
one would be the stacking the optical flow images. The
number of frames stacked would not be enough. On the other
side, if the number of frames is increased, the computation
cost and memory consumption increase dramatically.

Fig. 3. The accuracy and loss results of action recognition network with
optical flow part. The accuracy is normalized to [0,1]. So, the accuracy
percentage can be calculated by multiplying the values with 100.

V. CONCLUSION

In this work, the possibility of learning unsupervised
optical flow and action recognition tasks simultaneously is
tested. To do this, a joint loss function is created which
consists of both optical flow loss and the action recognition
loss. Minimizing the overall loss function would allow the
network to learn two tasks simultaneously.

The proposed method would allow us to learn with smaller
datasets and our results show that the joint loss function can
be minimized simultaneously. However, the action recogni-
tion performance is still too low, hence it needs some further
analysis.

In future works, the loss function will be analyzed in
detail. The findings will help us to optimize the architecture.
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